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a b s t r a c t

The burgeoning of Internet of Things (IoT) and camera-equipped mobile devices contributes a
tremendous amount of video data generated at the edge of the network. At the same time, we have
witnessed the fast deployment of many video-based application services, such as plate recognition for
public safety, intelligent transportation, Industry 4.0 and so on. The success of these services, in turn,
requires large-scale video data being learned, stored, and retrieved in a more efficient way. A generic
software and hardware framework for large-scale IoT video analysis and service support is still missing.
To address this challenge, we present π-Hub, PerceptIn’s robotic cloud solution which supports large-
scale video data analysis, storage, and query by implementing the learn-store-retrieve paradigm.
Interestingly, we found that among the learning, storage, and retrieval services each of them stresses
one type of resources on heterogeneous computing servers, i.e., GPU, CPU, and Memory, respectively,
therefore it is extremely cost-efficient to co-locate these services together to fully utilize the resources.
In addition, several optimization techniques for data writing, reading, and data reduction are proposed
and evaluated. The evaluation results show that these techniques improve the performance of the
learning, storage and retrieval services significantly as well as notably reduce the cost of the system.
We also verify π-Hub’s scalability by reliably running a 1000-machine deployment to support up to
one million users. Finally, we conclude the paper by discussing several lessons learned from this study
and future work.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

The rise of IoT applications has imposed tremendous pressure
on our existing cloud infrastructure [1]. For instance, every day, a
mobile phone sends out at least 30 MB of data to the clouds of the
service provider, the application operators, etc. In contrast, even
a very simple robot can easily generate over 1 GB of video data
per day. An extreme form of robot, driver-less cars, can generate
as much as 2 GB of video data per second [2]. The pervasive
deployment of video surveillance cameras in major cities also
collect a tremendous amount of video data for traffic manage-
ment, crime control, and public services, to name a few [3–6]. For
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instance, in a real-world scenario, in-city service robots may act in
a surveillance role, patrolling residential area and recording cap-
tured videos. Then, residents and citizen demand the capability of
video playback based on intelligent queries using time, location,
as well as objects in the scene as inputs. Several new challenges
raised for video analysis and streaming systems in this typical use
case

Many research efforts of IoT video analysis have been con-
tributed to the community [7–13]. The task for analyzing, stor-
age, and service query of the video collected from a large scale
of cameras and robots could be very resource hungry [14–17].
In video network systems the performance requirements are
multi-dimensional and diverse notably. Traffic control applica-
tions usually require long time data storage [18–20]. However,
AMBER Alerts desire a large coverage area or a large scale video
source [21]. Autonomous vehicles have need for real-time video
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Fig. 1. A typical use case of π-Hub in home environment.

processing [22–24]. Public service systems for video streaming
usually stress from the large number of queries [25,26]. In order
to meet the specific performance requirements, heterogeneous
resources including network bandwidth, GPU, CPU, and storage
are usually allocated for traditional video analysis applications in
the cloud [27]. In [28], researchers present a Cloud-based system
to share the video data among various applications.

To the best of our knowledge, a generic cloud infrastruc-
ture which can process and store video collected from multiple
sources, in the meanwhile support a large scale of queries si-
multaneously is still missing [29]. Moreover, to implement and
deploy this infrastructure, efficient resource allocation mecha-
nism is another challenge. To efficiently process and store the
massive video data, we present π-Hub, PerceptIn’s robotic cloud
solution for large-scale video learning, storage, and retrieval with
efficient resource utilization on heterogeneous hardware plat-
forms [30]. π-Hub supports the learning, storage, and retrieval
services, where learning is about how to automatically under-
stand the video data and convert it into structured information;
storage is about how to effectively store the massive amount of
video data; while retrieval is about how to efficiently retrieve the
data when needed.

Fig. 1 illustrates a typical scenario of using π-Hub in a resi-
dential environment. In this case, a robot captures a video while
generating the map of the environment and sends the video
to the cloud. Then π-Hub would be able to extract semantic
information from the video, in this case, it extracts the objects
sofa and door from the video and associate location information
(⟨x, y⟩coordinates) with the detected labels.

The performance evaluation of π-Hub shows that it can co-
locate the learning, storage and retrieval services on the same
server with full utilization of CPU, GPU, memory, and disk re-
sources. Also π-Hub can be scaled up to support one million
users. To further optimize the performance of π-Hub, we propose
and evaluate several techniques in data writing, reading, and data
reduction.

The contributions of this work are as follows:

(1) We designed and built π-Hub, which is a system for large-
scale video data learning, storage, and retrieval;

(2) π-Hub can be deployed on one server and fully utilize
its heterogeneous hardware resources, such as CPU, GPU,
memory, and disk;

(3) We run a series of stress test to evaluate the performance
of π-Hub comprehensively, results showed that π-Hub
can be scaled up to support 1 million users reliably on a
1000-machine cluster.

(4) We introduced several approaches to improve the effi-
ciency of data reading and writing. These approaches op-
timized the performance of π-Hub’s storage layer and can
also be applied to other IoT systems.

The rest of this paper is organized as follows. In Section 2,
we introduce the design of π-Hub, which implements the learn-
store-retrieve paradigm, and discusses how π-Hub can meet the
challenges in data understating, storing, and retrieving. Section 3
evaluates the performance of π-Hub from aspects of data pro-
cessing, storage, and network. We also validate the scalability of
π-Hub in Section 3. Section 4 introduces the implementation and
evaluation of several techniques for performance optimization. In
Section 5, we discussed multi-layer deployment of π-Hub as a
solution for hybrid Cloud-Edge analytics in the future. Finally, the
paper concludes in Section 6 .

2. System description

In this section, we present high-level architecture of π-Hub
and discuss the learning, storage, and retrieval services in π-Hub.

2.1. System requirements

Before introduce the architecture of π-Hub, we would like to
list the requirements of the system first.

(1) Large-scale video processing. As we have discussed above,
we would like to deploy π-Hub to handle massive IoT video
data. Specifically, we want an individual π-Hub instance on
an ordinary server machine be able to learn and store video
data from 10 robots as well as simultaneous video retrieval
request from 100 users. Moreover, to reach the goal of 1
million user support, π-Hub is also required to be robustly
running on a 1000-machine cluster.

(2) Response time. For the learning service, we target to have
each deployment of π-Hub supporting at least 10 robots,
and each robot streams images once every two seconds,
this means that each second π-Hub performs learning on
at least five images, or having a processing time of less
than 0.2 s per image. For the storage service, we require
an average write throughput of at least 100 MB/s to make
sure that the multimedia data gets stored. For the retrieval
service, to provide good user experiences, we require at
least 90% of all queries to be completed within 30 s.

(3) Cost effectiveness. The deployment and maintenance of a
large-scale server cluster is high-priced. To control the cost
of π-Hub and support as many video producers/
consumers as possible, π-Hub is required to fully utilize
all the available computing resource including CPU, GPU,
memory, disk, and network.

2.2. π-Hub architecture

Fig. 2 shows the architecture of π-Hub. From the service
point of view, π-Hub supports three services, which are learning,
storage, and retrieval. From the system point of view, π-Hub
consists of the following components:

• Client Devices: these devices capture multimedia feeds and
send the feeds to the cloud along with their meta-data.

• Streaming Server: it handles multimedia and streams on-
demand live multimedia feed to users as requested.

• Object Recognition: deep-learning evaluation engine for au-
tomatic extraction of semantic information from incoming
videos.

• Key–Value Store: this key–value store organizes the video
feeds along with the learned/extracted semantic informa-
tion.

• Query Engine: this query engine supports retrieval of video
feeds. One can search using any combination of time, loca-
tion, as well as extracted labels.
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Fig. 2. The π-Hub system architecture.

Fig. 3. Video stream processing.

• Business Analytics Engine: this engine generates high-level
statistics of all multimedia data. For example, one can be
interested in knowing which are the most common objects
appear in living rooms, etc.

• Storage Layer: the storage layer needs to provide high
throughput for data persistence and low latency for fast
retrieval of video feeds. Also, it must manage heteroge-
neous storage systems including S3, GCS, Swift, HDFS, OSS,
GlusterFS, and NFS.

2.3. Learning service

As multimedia data comes into the cloud system, the first task
is to learn from the raw data and to extract semantic information
out of the multimedia data. For video streams, we can extract
object labels from frames and associate these labels with the
video stream. For audio streams, we can extract sentences of the
spoken language. Then this semantic information can be used
as keys, and the raw data streams can be used as values, and
together they are stored in the key–value store.

As presented in Fig. 3, we need a learning engine that ex-
tracts object labels from a video stream. This engine needs to be
accurate in terms of recognition rate, and this engine needs to
be fast in order for us to capture as many objects as possible in
the video. Therefore, in this implementation, we utilize faster r-
cnn [31] network running on Caffe [32]. Faster r-cnn introduces
a Region Proposal Network (RPN), a fully convolutional network
that simultaneously predicts.

2.4. Storage service

After extracting the semantic information from the raw mul-
timedia data, the extracted labels, along with the raw data get

Fig. 4. Storage layer architecture.

stored in the key–value store for easy retrieval, as shown in Fig. 4.
We implemented the key–value store using MongoDB [33]. In this
case, the key is the meta-data including ⟨sessionID, timestamp,
duration, location, ⟨list of labels⟩⟩, and the value is a file path of
the raw data in the storage layer.

This poses two challenges: first, in real-world scenarios, users
vary in their choice of persistent storage for their data. Some
prefer Amazon S3, some their own deployment of HDFS, others
Ceph, etc. One way to get around this problem is to create a
set of APIs for each persistent storage, but this would become
impossible to manage as the number of persistent storage options
grows. A second, and probably better way, to handle this is to
create a unified storage layer to abstract all underlying storages.
To this end, Alluxio enables effective data management across dif-
ferent storage systems through its use of transparent naming and
mounting API [34]. Transparent naming maintains an identity be-
tween the Alluxio namespace and the underlying storage system
namespace. When users create objects in the Alluxio namespace,
they can decide whether these objects should be persisted in
the underlying storage system. For objects that are persisted,
Alluxio preserves the object paths, relative to the underlying
storage system directory in which Alluxio objects are stored. With
this feature, we can now manage multiple persistent storages
using a single set of storage layer API, which greatly simplifies
the management of the storage part of the π-Hub computing
paradigm. The second challenge is that the write throughput
directly impacts the performance of the whole system. If the
write speed of the storage is slower than the detection speed in
the learning stage, then it becomes the bottleneck and leads to
‘‘memory loss’’. We will discuss in the next section how we can
use Alluxio’s tiered storage feature, along with write optimization
to improve write throughput.

2.5. Retrieval service

The last stage is retrieve, as shown in Fig. 5. By Query semantic
process, users can use any combination of meta data, such as
time, location, or detected labels to accurately retrieve the target
multimedia data. In our implementation, we use MongoDB to
perform the intelligent search using the meta-data as keys to first
retrieve a file path of the storage layer. Then we issue another
request to retrieve the raw data using the file path.

Therefore, the performance of the retrieve stage greatly de-
pends on the read performance of the storage layer. It is helpful to
exploit locality of the storage layer to improve read performance.
Ideally, the performance is highest if the requested data is located
in the memory of the local machine. However, it is impossible to
store all data in the memory of the local machines. We need a
mechanism to provide a cache-like structure such that we have
different levels of the storage at a different speed, including local
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Fig. 5. Retrieve architecture.

memory, local Solid State Drives (SSD), local Hard Disk Drives
(HDD), and remote storage.

This requirement can be fulfilled by Alluxio’s tiered storage
feature. With tiered storage, Alluxio can manage multiple storage
layers including Memory, SSD, and HDD. Using tiered storage
Alluxio can store more data in the system at the same time,
since memory capacity may be limited in some deployments.
With tiered storage, Alluxio automatically manages blocks be-
tween all the configured tiers, so users and administrators do not
have to manually manage the locations of the data. Users may
specify their own data management strategies by implementing
allocators and evictors.

In a way, the Memory layer of the tiered storage serves as the
top level cache, SSD serves as the second level cache, HDD serves
as the third level cache, while it is the persistent storage is the
last level storage. We will discuss Alluxio’s tiered storage along
with prefetching optimization later.

3. Performance evaluation

In this section, we delve into the details of the performance
and scalability of the implementation of π-Hub. The machine
configuration used in this implementation consists of an Intel
Core-i7 CPU running at 3 GHz, and a Titan X GPU with 12 GB
of graphics memory, and 32 GB of system memory.

3.1. Object recognition performance

We look at the performance of the object recognition engine.
We stress the engine by feeding it video streams and measure its
performance. As shown in Fig. 6, when under stress, on a single
server, it takes an average of 0.16 s to process an image. Also, this
workload is GPU-bound, as it uses 95% of GPU resources, but only
23% of CPU resources and 3% of system memory.

In our real-world use case, the in-home service robots move
at a speed of about 30 centimeters per second. Therefore, in most
cases, we only need to extract labels from an image every two
seconds without missing an object in the scene. This implies that
with each server, we could support 10 simultaneous incoming
video streams. This can be further tuned based on the robot speed
and user requirements.

3.2. Query engine performance

We now examine the performance of the query engine. We
stress the engine by launching 100 clients repeated send queries
to the query engine and we measure the response time. As shown
in Fig. 7, when under stress, on a single server, it takes on average
of 4 ms to process a query. This workload is CPU-bound, in that
it uses 98% of CPU resources, none of the GPU resources, and 2%
of system memory. This confirms that with one server, we could
easily handle over 100 users simultaneously.

Fig. 6. Faster RCNN detection stress test.

Fig. 7. MongoDB query stress test.

Fig. 8. Alluxio stress test.

3.3. Storage performance

Then we examine the performance of the storage engine. We
first compare the throughput of a copy operation with Alluxio,
with the Native File System, and with Remote HDFS. This param-
eter is critical as it determines how fast we can write a video
feed to storage. If the throughput is too low, then the storage
layer may become the bottleneck of the whole multimedia data
pipeline. As shown in Fig. 8, with Alluxio’s in-memory storage
engine, we could easily achieve greater than 650 MB/s throughput
whereas, with Native File System, we could only achieve 120
MB/s. Using remote HDFS, the performance is the worst, only
sustaining less than 20 MB/s throughput. This result indicates that
for the storage engine not to become the bottleneck of the storage
part, it is important to keep most of the write operations to hit
the in-memory storage layer.

Then we evaluate the video retrieval latency, using Alluxio’s
in-memory storage engine, we are able to retrieve a video within
500 ms. However, when the video is stored on remote machines,
the latency can be as high as 20 s. Therefore, using Alluxio to
buffer ‘‘hot’’ video data could reduce retrieval latencies by as
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Table 1
Resource utilization.

CPU% GPU% MEM%

Faster RCNN 3 95 3
MongoDB stress 98 0 2
Alluxio stress 3 0 95

Fig. 9. Deployment architecture.

much as 40 folds, which is quite critical to the user experience,
especially in the retrieve stage.

3.4. Deployment

After understanding the performance of the individual com-
ponents, we take a look at the deployment setup as well as the
scalability of this architecture.

First, Table 1 summarizes the resource utilization of the three
components under stress. It is interesting that each component
stresses one type of system resource: the faster R-CNN recogni-
tion engine stresses the GPU, MongoDB stresses the CPU, while
Alluxio stresses the system memory. This indicates that it is
best to co-locate these three services on the same servers. This
approach provides the following benefits:

• Cost Efficiency: as we co-locate the services, we reduce
costs.

• Performance: the storage layer, Alluxio, is now co-located
with the same servers as the learning engine and the query
engine, which ensures high write throughput and low read
latency.

The deployment architecture is shown in Fig. 9. It is divided
into two parts, the front-end servers and the back-end storage
servers. The frontend servers process the incoming data and write
the raw data in Alluxio. Alluxio then asynchronously persists the
raw data in the backend storage servers. Also, when the users
generate new queries, the frontend servers process the queries
and retrieve the raw data from Alluxio. If the requested data is
buffered in Alluxio’s tiered storage, it is immediately returned to
the user. Otherwise, it is a cache miss and Alluxio requests the
data from the backend storage servers.

For Alluxio, we use a two-level deployment, allocating 20 GB
of memory in the top tier and 200 GB of HDD in the second
tiered. With a 10-machine deployment, we provide 2.2 TB of
cache space. Assuming 10 MB average video file size, the system
can buffer around 200,000 video files. Also, with ten machines, we

can simultaneously support 100 video streams as well as 1000
simultaneous queries. From our experiences, at any moment in
time, at most 10% of all users will be active, therefore with this
setup, we are able to handle 10,000 users.

3.5. Scalability

Next, we seek to answer the question as to whether we could
support 1 million users. As mentioned above, with 10 machines,
we can support 10,000 users, therefore, whether we can support
1 million users is really a question of whether we can have a
stable 1000-machine deployment. To verify this, we deployed a
1000-machine Alluxio cluster and conducted a stress test using
a background script to repeatedly write to and read from the
system. As shown in Fig. 10a, the stress test consists of three
items:

• The block read test repeatedly reads a block from the storage
system, and thus repeatedly stress one storage node.

• The block write test repeatedly writes a block to the storage
system, therefore, not only stress test the storage nodes but
also the underlying storage as well (when the storage nodes
are full). Note that for the block read test and block write
test throughput and latency numbers, we have reported
those in the deployment section and will provide more
details in the Optimization section.

• The master stress test, in this test we start 100 threads
to perform small file reads/writes simultaneously, and the
purpose is to try to crash the master node, and therefore
bringing down the whole system. A snapshot of the test re-
sults is shown in Fig. 10b, indicating with 100 threads simul-
taneously stressing the master, all requests were completed
within 30 s.

Note that we repeatedly ran these test for two weeks, and
within the two weeks we did not observe any master node crash
or storage node crash, and therefore we were able to confirm
that Alluxio could reliably scale to 1000 instances. This confirms
that we can use Alluxio to support one million users as our
implementation scales.

4. Optimization

As mentioned in Section 2, the storage layer write throughput
is critical to the performance of the storage stage and the storage
layer read latency is critical to the performance of the retrieve
stage. In this section, we delve into the optimizations we imple-
ment in the storage layer to improve both write throughput and
read latency.

4.1. Write optimization

With the default Alluxio tiered storage implementation, when
a user writes a new block, it is written to the top tier by default,
as shown in Fig. 11a. If there is not enough space for the block
in the top tier, the system checks for free space in the next layer.
This gets repeated for each layer until free space is found. For
instance, if both the memory layer and the SSD layer are full, free
space may be found in the HDD layer. Then, the evictor moves a
block in the SSD layer to the HDD layer and then moves a block
in the memory layer to the SSD layer. Finally, the block can be
written back to the memory layer.

This approach is inefficient when the tiered storage is fully
occupied as each time a new block is written, the evictor needs to
move blocks across all layers before the new block can be written.
This greatly reduces the write throughput as it takes a long time
to write each block in the storage layer.
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Fig. 10. Stress test of π-Hub on 1000 machines.

To allay this problem, we implement a Direct-Write allocator,
such that it writes a block to the first layer that has free space,
as shown in Fig. 11b. When we run a stress test to continually
write blocks into Alluxio, compared to the default allocator, our
Direct-Write approach reduces the write latency by half and
consequently doubling the write throughput.

One could argue that the Write-Direct approach impacts read
performance since the new block is now not in the top tier.
However, in our experiences, it is very rare that a block gets read
right after being written to storage. Also, if the block gets read, say
ten minutes later, by that time, it is highly likely that the block
has already been evicted to lower level of the storage layer.

4.2. Read optimization

To optimize read performance, we strive to keep as much data
in the frontend servers as possible, thus avoiding the latency of
fetching data blocks from remote backend storage servers. We
have collected over six months of text-based query data from
over 1000 users. We discovered that, without any optimization,
we reached a hit rate of about 50%, meaning that 50% of the
queries are satisfied the frontend servers without hitting the
remote backend storage servers, while the other 50% end up
hitting the remote servers, thus leading to high latency.

An effective approach to improve this situation is to use
prefetching [35]. A simple improvement, when the frontend
servers are less busy, we prefetch data from the most requested
table into the frontend servers. This simple improvement imme-
diately boosts the hit rate to 70%. For the next step, we break
the day into 6 time periods, each is four-hour long. For each
time period, we prefetch the most requested table from the same

Fig. 11. Write optimization in π-Hub.

period in the previous day. By doing this, we boost the hit rate to
80%, as shown in Fig. 12.

This verifies that prefetching is indeed a very effective tech-
nique for improving read latency. As we get more queries for mul-
timedia data in our storage, we plan to design more fine-grained
prefetching techniques to further improve the performance of
reading operations. Some of the prefetching strategies we plan
to use include:

• Label: since we now have label information associated with
each video stream, and we observe an initial trend that
people tend to search for certain labels, such as a dog.
Prefetching the videos with the ‘‘hottest’’ label will be an
effective way to improve read performance.
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Fig. 12. Read optimization in π-Hub.

• Location: also, now that each video stream is associated with
location information, such as bedroom, living room, etc., it
will also be effective to prefetch the most searched locations
into the frontend storage servers. We will explore these
options in the next step.

4.3. Data reduction

As mentioned in the introduction, the volumes of data col-
lected from robotic devices can easily grow exponentially over
time, which on one hand, enables our π-Hub to provide data-
analytics and decision-support services to users, but on the other
hand, imposes performance challenges on all the three stages,
learn-store-retrieve, in terms of both storage and query response
time. Although the architecture presented in this paper is opti-
mized for robotic workloads, with a fixed and limited budget of
computing resources, the users eventually have to discard more
and more data and tolerate longer response time.

4.3.1. Data reduction techniques
Data reduction techniques, e.g., sampling, can be a feasible

solution to handle the above issue on π-Hub, especially when
small errors are tolerable. For example, when the data collected
from robots is used to estimate traffic volume/speed or to learn
trajectory patterns, small errors in the results are usually in-
evitable anyway due to the noise in the initial data collection
and in the learning stages. For such tasks, the goal of our π-Hub
is to provide data-analytics services with low storage cost and
interactive query response time at the cost of small errors in the
analytical results and answers.

To achieve this, we utilize techniques from approximate query
processing (AQP), which has been studied for decades mostly in
the context of relational databases. The goal of AQP is to provide
approximate answers to a subclass of SQL queries with interactive
response time and estimated error bounds. This line of work has
become very active recently because of the explosion of data.
The recent efforts result in both innovative techniques and more
mature sampling-based systems, e.g., BlinkDB [36], QuickR, and
Sample+Seek.

Interested readers can refer to for a brief survey of the
progress. Sampling-based AQP techniques can be characterized
by where the sampler (for the data-reduction purpose) is in the
whole pipeline. In one way, the sampler can be placed right
before the data is streamed into the query execution engine,
or even pushed to the nodes of a query plan tree with the
execution engine (e.g., QuickR). In the other way, samplers are
used pre-computed samples of the data tables, and SQL queries
are rewritten to be executed on these sample tables for fast
response (e.g., BlinkDB and Sample+Seek).

4.3.2. Usages in π-hub
In a π-Hub, we have more options about where to place

the samplers and more considerations to be addressed for each
option. Following are our preliminary proposals.

• Sampling before learning. We can reduce the amount of
raw data collected from users by placing samplers in the
client devices or the streaming server. A tuple (e.g., an
image) in the raw data is selected into the object recogni-
tion component only with some probability, which is deter-
mined by some light-weight calculation based on the tuple’s
meta-data, e.g., time and location.

• Sampling before storage. After the semantic information is
extracted from the raw data tuples, we can pre-compute
and store only a subsample into the key–value store. For ex-
ample, a row ⟨sessionID, timestamp, duration, location, ⟨list
of labels⟩⟩ is selected into the store with a probability de-
termined by the ‘‘list of labels’’—we can select more sample
rows for some hot and more important labels and fewer
sample rows for the others.

• Online sampling during retrieval. When a query is issued
in the retrieve stage, we can invoke a sampler to select
only a subset of rows from the key–value store into the
query execution engine (and of course, rewrite the query to
rescale the answer). For example, we may want to count the
number of times a label appears between a time interval.
A number of samplers can be borrowed from AQP systems
to provide estimates of answers and error bounds for such
queries.

In our experiences, after reaching a significant scale (e.g. one
million users), data reduction sampling techniques are able to re-
duce 90% of data processing. As discussed in Section 2, with 1000-
node deployment, the proposed architecture can support up to
one million users; also, from our experiences, the operation cost
of each server per year is around $3000. In Table 2, we summa-
rize the estimations of the cost reduction and performance gain
of deploying the sampling techniques. When sampling happens
before the learning service, we reduce the whole data processing
pipeline’s workload by 90%, and thus we can reduce 90% of the
deployed servers, leading to an annual saving of 2.7 million USD,
and we boost the performance of all stages by 10X. When sam-
pling happens before the storage service, we cannot reduce the
number of servers needed with the current server configuration,
but we boost the storage stage and the retrieve stage by 10X.
Lastly, when sampling happens in the retrieve stage, only the
retrieve performance will be boosted by 10X. The observation
from this is that the early we apply data reduction techniques,
the more we can reduce operation cost and boost performance.
As a next step, we will study how data reduction techniques can
be applied at the computing edges to further reduce cost and
improve performance, more will be discussed in the future works
section.

4.3.3. Property of data reduction schema
Fig. 13 shows a simple data reduction schema that can be

used in robotic clouds. Offline samples are drawn from KV Store
and are maintained in a separate in-memory store so that query
engine can efficiently retrieve them to process analytical queries.
When a query has a very selective predicate, e.g., to select data
with an extremely rare label or during a short time period, offline
samples can become useless (because very few tuples satisfying
the predicate will appear in the offline samples). Therefore, we
also need an online sampler to aid the query engine, to draw
a sample in an online fashion for a given analytical query with
selective predicates. For both cases, in order to achieve interactive
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Table 2
Cost reduction and performance gain of the sampling techniques.

Cost reduction
(thousand $)

Performance gain
in learning

Performance gain
in storage

Performance gain
in retrieve

Sampling before learning 2700 ×10 ×10 ×10
Sampling before storage 0 0 ×10 ×10
Online sampling during retrieve 0 0 0 0

Fig. 13. Data reduction schema and property.

response time, the query engine takes samples of tuples with size
only sublinear in the store size n, e.g., O(

√
n).

On the other hand, it is important to note that we always want
to guarantee that the errors are no more than some threshold in
our analytical results or answers, or at least, we want to provide
estimates of the errors. Such guarantees or estimations are rela-
tively easier for SQL-like aggregation queries (e.g., counting the
number of cars on a street). For example, for both online sampler
and offline samples, we can use measure-biased sampling and
priority sampling to processing Group-By queries and Subset Sum
queries, respectively, on only O

(
1/e2

)
sample tuples to obtain

e-approximations to the query answers. It is, however, more
challenging for complex tasks (e.g., predicting the trajectory of
a car) to achieve the above precision guarantees.

We will start with adopting the sampling-based data reduc-
tion techniques in our robotic cloud to provide cheap and fast
data-analytics services for users with relatively simpler analyti-
cal workloads, and extend our services for more complex tasks
(e.g., building ML models) in future.

5. Lesson learned and future work

In this section, we first discuss the lessons learned in this
work, followed by the description of potential future direction.

5.1. Lessons learned

There are several lessons learned from this study:

(1) Co-location of services lead to cost-efficiency and perfor-
mance gain: with heterogeneous computing architectures,
we can co-locate different services, each stresses one type
of computing resource, this greatly reduces the number of
servers required, leading to cost-efficiency. In addition, by
co-locating services, the system has fewer data to move
over the network, and thus less prone to network insta-
bilities. Based on this observation, we plan to deploy more
heterogeneous computing servers, one ongoing work is to
add FPGA to our server architecture to handle the robot
trajectory generation tasks.

(2) Unified storage architecture with caching capability is impera-
tive: when there is a huge influx of different types of multi-
media data, heterogeneous backend storage infrastructures
may be necessary, but managing heterogeneous backend

infrastructures often incur significant RD and maintenance
overheads, a unified storage interface that shields the de-
tails of the heterogeneous storage backend infrastructures
from the users and system administrators is key to scalabil-
ity. In addition, the communications between the frontend
services and the backend storage infrastructure are prone
to network instabilities. A caching layer in the unified
storage interface (e.g. delayed write and buffering of hot
datasets) has proven to be a great solution to this problem.

(3) Data reduction is an effective means for performance and
cost optimization: we have developed effective mechanisms
to reduce the amount of data before calling the learn-
ing service, before calling the storage service, as well as
online sampling during retrieval. These mechanisms all
lead to significant reduction of required computing and
storage resources, as well as performance gains. Specifi-
cally, the impact is greater when data reduction techniques
are applied early in the whole data processing pipeline.
Therefore, we are currently working on designing and im-
plementing a hybrid edge-cloud robotic data analytic ar-
chitecture, by moving more data processing capabilities to
the edge, we can use a much thinner and cost-effective
cloud infrastructure for performing the learn-store-retrieve
services.

5.2. Future work

Edge computing as a new computing paradigm has been
pushed by the burgeoning of the Internet of Things and the
success of rich cloud services. With the increasing number of
devices added to the Edge of the network, massive video data
will be collected and shared among a number of services at the
Edge of the network. Real-time video analytics is channeled as
the killer application for Edge Computing.

In the future, we would like to deploy π-Hub under the hybrid
Cloud-Edge paradigm, as shown in Fig. 14. π-Hub will be running
not only on the cloud server, but also on various computation
devices at the edge of the network, such as mobile devices,
robots, gateways, local data center, or base stations, and so on.
On different layers in the edge computing paradigm, π-Hub could
perform video learning and storage to different degree based on
the available resources and service requirements. For instance, on
edge devices such as mobile phones or robots, data prepossessing
tasks could be performed to reduce the data quantity and stress of
the network. Data learning algorithms requires more computing
resources and larger storage space could be running on the higher
layer such as local data center. On the Cloud, π-Hub will support
data sharing among multiple applications for retrieval and query.
We foresee that this deployment could serve more users and
applications under edge Computing meanwhile save resources
such as bandwidth, storage space, and computing power.

6. Conclusion

We have witnessed the rapid growth of camera-equipped
mobile devices and things in the last decade, which generate a
tremendous amount of video data on the network. Several new
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Fig. 14. π-Hub in edge computing.

challenges are raised to efficiently analyze, store, and retrieve the
large amount of video data. In this paper, we take the challenges
and introduce a learn-store-retrieve infrastructure called π-Hub
for video analysis, storage, and retrieve. Our comprehensive eval-
uation results show that the optimization techniques improve the
performance of the learning, storage and retrieval services signif-
icantly as well as notably reduce the cost of the system. We also
verify π-Hub’s scalability by reliably running a 1000-machine
deployment to support up to one million users. Several lessons
learned from this study and future work are also discussed.
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