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Energy-Efficient 
Workload Placement 
in Enterprise Datacenters
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Power loss from an uninterruptible power supply can account 

for 15 percent of a datacenter’s energy. A rack-level power 

model that relates IT workload and its power dissipation 

allows optimized workload placement that can save a 

datacenter roughly $1.4 million in annual energy costs.

Rising electricity costs are making energy 
efficiency a critical concern for datacen-
ters, which devour massive amounts of 
energy annually. According to the Natural 

Resources Defense Council, US datacenters expended 
91 billion kWh of electricity in 2013, with a projected 
increase to 140 billion kWh annually by 2020 (www 
.nrdc.org/energy/data-center-efficiency-assessment 
.asp). At these consumption rates, energy costs will con-
tinue to be a major contributor to a datacenter’s total cost 
of ownership (TCO). 

To improve datacenters’ energy efficiency, research-
ers and practitioners have focused on reducing IT equip-
ment power consumption, which is typically 30 percent of 
a datacenter’s energy cost. The most popular approaches 
apply dynamic voltage/frequency scaling (DVFS) to 
reduce power dissipation from the CPU and memory 
subsystem;1,2 consolidate servers by assigning tasks to 
fewer servers and shutting down idle ones;3,4 or evenly 
allocate workloads among servers through load balanc-
ing.5,6 Other approaches are based on hardware-resource 

use, such as subsystem power models for specific com-
puter components,7–9 and system power models for non-
virtualized and virtualized environments.10–12

Reducing IT equipment power consumption certainly 
has merit, but these strategies ignore another large con-
tributor to energy cost: power losses from an uninterrupt-
ible power supply (UPS), which account for an additional 
15 percent of overall energy cost.13 To address this area, 
we created a rack-level power model that maps workload 
directly to its power dissipation and formulated a math-
ematical solution that chooses an optimal workload allo-
cation to minimize IT equipment power consumption and 
power loss from UPSs. Using a TCO model, we then analy-
zed potential electricity cost savings. 

Our experimental results show that the rack-level 
power model precisely matches measured power, with 
an error rate of ±2.5 percent or less. For a datacenter that 
hosts 50 racks (1,000 servers) with 10 applications, our 
simulation showed a potential power savings of up to 5.2 
percent relative to that with a uniform workload alloca-
tion. This percentage translates to $1.4 million in annual 
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energy cost savings for a 76-MW data-
center with a power- usage effectiveness 
(PUE) of 1.7.

UPS AND ENERGY USE
Figure 1 shows a simplified power flow 
in a typical datacenter. From the racks, 
power is distributed through strips to 
individual servers, all of which have 
their own power supplies. 

Because a UPS represents a single 
failure point, datacenters often use 
redundant UPSs in both centralized 
and distributed topologies to ensure 
that hosted services are always avail-
able. A redundant configuration can be 
a single N system, comprising one UPS 
module, or multiple N systems, com-
prising parallel modules whose capa-
cities are matched to the critical-load 
projection. A centralized topology typ-
ically deploys UPSs at the facility level; 
a distributed topology deploys them at 
the rack or server level.14 The choice of 
configuration depends on a datacen-
ter’s failure frequency.

Two popular redundant config-
urations are parallel, or N+1, and 
system-plus-system, or 2N. An N+1 
redundant configuration consists 
of parallel, same-size UPS modules, 
and the spare power is at least equal 
to the critical- load capacity. A 2N 
redundant configuration—the most 
reliable and expensive design—can 
tolerate every conceivable single fail-
ure point.

Each configuration has a unique 
power-loss behavior. In an N+1 config-
uration, power loss decreases when 
the IT power load increases; in a 2N 
configuration, power loss increases 
as IT power load increases. Thus, for a 
rack-level UPS configuration, neither 
fewer servers running at full speed 
nor more servers running slower with 
uniform workload distribution will 
always save power because lowering 
UPS output load leads to lower conver-
sion efficiency. 

This observation about power-loss 
behavior was foundational to our 
work. Enterprise datacenters generally 
run fewer applications—sometimes 
only one across the entire datacenter. 
Google’s datacenters, for example, 
run Web 2.0 and software as a service 
(SaaS). In these cases, a single datacen-
ter has a large workload, no virtualiza-
tion, and tens of thousands of physical 
servers. Thus, workload placement is 
critical in separating the often mil-
lions of user requests across racks.

ANALYZING UPS  
POWER LOSS
In a double-conversion UPS, power 
loss occurs when power transforms 
from AC to DC for battery storage and 
again from DC to AC for delivery to 
racks and servers. Power loss is also 
tied to UPS topology. 

Our focus is on power loss in a rack-
level distributed UPS topology, where 
power loss depends on UPS efficiency 
and redundant configuration choice, 
and loaded capacity (real-time power 

load) depends on IT workload. For an 
N+1 configuration, loaded capacity var-
ies from 0 to 100 percent; for a 2N con-
figuration, maximum loaded capacity is 
only 50 percent, as the total power load 
is evenly allocated to two UPSs. UPS effi-
ciency depends on the technology used.

To gather evidence that optimal 
workload distributions for various 
UPS configurations differ, we looked at 
data from two racks in the Wayne State 
University datacenter; one rack had 20 
fully loaded servers and the other had 
20 idle servers. We then collected data 
from two workload distributions: 

 › distribution 1 had 20 fully 
loaded servers on the same rack 
and all idle servers on the other 
rack; and 

 › distribution 2 had 12 fully 
loaded servers and 8 idle servers 
on one rack and the remaining 
mix of 8 loaded and 12 idle serv-
ers on the other rack.

Table 1 shows the UPS power losses 
of different UPS configurations and 
workload distributions. For the N+1 
configuration, distribution type 1 has 
lower power losses; for the 2N con-
figuration, distribution 2 has lower 
power losses. 

Figure 2 shows a UPS efficiency 
curve based on data we collected from 
our two workload distributions. Typ-
ically, lower UPS efficiency leads to 
higher UPS power losses, but in data-
centers, IT equipment dictates loaded 
capacity and thus UPS power loss. 

Electricity grid

Backup power generator

ATS UPSs PDUs Racks

FIGURE 1. Simplified power flow in a 
typical datacenter. At the highest layer, the 
utility power and backup power, such as 
a diesel generator, pass through uninter-
ruptible power supplies (UPSs) through an 
automatic transform switch (ATS) and go 
through power distribution units (PDUs) to 
different racks.

TABLE 1. Uninterruptible power supply (UPS)  
power loss with two workload distributions.

UPS configuration

Workload distribution 1 Workload distribution 2

Loaded 
capacity 

(%)
Power 

loss (W)
Total loss 

(W)

Loaded 
capacity 

(%)
Power 

loss (W)
Total loss 

(W)

N+1
Rack 1 87.50 1,094

2,047
74.30 1,026

2,079
Rack 2 54.50 952 67.75 1,053

2N
Rack 1 43.75 1,863

3,432
37.15 1,723

3,407
Rack 2 27.25 1,569 33.88 1,684
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Given the UPS efficiency curve in 
Figure 2, we used a natural logarithmic 
function to fit the curve and Mathe-
matica to calculate the UPS power loss. 
Figure 3 shows the power loss of UPSs 
with N+1 and 2N UPS configurations. 

MODELING ENERGY-
EFFICIENT PLACEMENT
On the basis of the data in Table 1, we 
formulated an optimization problem to 
minimize the total power of IT equip-
ment and UPS power loss through the 

use of a rack-level power model that 
directly maps the rack’s work load to its 
power dissipation. We used the model 
along with our workload-placement 
calculations to solve the optimization 
problem.

Rack-level power modeling
Our rack-level power model uses work-
load information, such as throughput 
and instructions per second (IPC), as 
direct inputs. The model’s target appli-
cation is an enterprise data center with 

nonvirtualized servers, each of which 
hosts only one application. We assume 
that the CPU is  running at a fixed speed 
without dynamic tuning. 

We express the rack-level power 
model as

∑α( )= + ×P w P w
i i i

j
j

i
jIDLE , (1)

where P
i
IDLE is the rack’s idle power and 

the summation of 

∑α ×w
i
j

j

i
j  

is the total power introduced by all 
workloads on this rack. α

i
j  is the coeffi-

cient that represents watts per perfor-
mance of workload j on the ith rack. α

i
j  

has different units for different appli-
cations and hardware. 

For CPU-intensive applications, 
α

i
j  could be watts per instruction; for 

memory-intensive applications, it 
could be watts per byte; and for Web 
services, watts per request might be 
a solid indicator of system efficiency. 
Workload profiling provides historic 
knowledge that can be used to choose 
the appropriate α

i
j  metric. 

In our experiments, we profiled an 
application in four steps. We first mea-
sured the idle power of the ith rack as 
P

i
IDLE . We then fully loaded the rack to 

get a performance upper bound for this 
application. As a third step, we gradu-
ally increased the workload, making the 
rack run at different power levels, and 
recorded the rack power. Finally, we cal-
culated the average value (performance 
per watts) of all sample points, which we 
used as αi

j . We repeated this process for 
different types of applications to get the 
corresponding α

i
j value for the ith rack.

Optimization problem
Our optimization problem was for a data-
center that hosts multiple applications 
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FIGURE 2. UPS efficiency curve based on data collected from Wayne State University’s 
datacenter. To find the relationship between IT equipment power and UPS power loss, 
we used a UPS with a power rating of 8 kW for a rack with 20 servers. All servers had the 
same measured peak power of 350 W. The idle power of 20 servers was 4,366 W.

FIGURE 3. UPS power loss of a single rack with N+1 and 2N configurations. For the N+1 
configuration, power loss increases when loaded capacity is less than 50 percent and 
decreases when it is higher than 50 percent. For the 2N configuration, power loss contin-
uously increases with loaded capacity. 
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simultaneously, with each server host-
ing only one application at a time, and 
a workload that can be dynamically 
assigned to a different server subset. In 
addition, we assumed that one UPS is 
connected to only one rack deployed in 
either an N+1 or a 2N redundant configu-
ration. Because UPS power loss varies sig-
nificantly with IT power load, clearly any 
workload change or revised distribution 
will affect IT equipment power loss. 

Our goal was to minimize both the 
total IT equipment power and wasted 
rack-level UPS power. We chose the 
optimal workload allocation given the 
equality and inequality constraints of 

 › performance, which means the 
summation of all racks’ work-
load should be equal to the total 
workload from all users; 

 › capacity, which means the 
hardware resource requirement 
should be less than each rack’s 
maximum hardware capacity; 
and 

 › power, which means the total 
rack power satisfies the speci-
fied power-capping requirement 
(by operator or hardware). 

Given these constraints, the math-
ematical formulation of the optimiza-
tion problem is

∑
η( )

P
P

Minimize i

ii

 (2)

as long as

∑ =w w ,i
j

i

j  (3)

∑ ≤
w
C

C ,i
j

i
j

j

i  and (4)

∑α+ × ≤P w P ,i i
j

j

i
j

i
IDLE CAP  (5)

where Pi is the power of the ith rack 
and η(Pi) is the conversion efficiency 
when the UPS has the IT power load 
of η(Pi). Equation 3 ensures that the 
performance requirement is satisfied 
for workload j. In Equation 4, C i

j  is the 

capacity limitation for workload j on 
rack i, and Ci is the hardware limitation 
for rack i. In Equation 5, Pi

CAP is the cap-
ping power for the ith rack.

The function f[η(Pi)] denotes the 
relationship between the UPS out-
put power load and its corresponding 
conversion efficiency. η(Pi) can be 
expressed as 

η α( )= × +P
P

P
bln

i
i

UPS

, (6)

where PUPS is the UPS input power, 
and α and b are fixed to match the 
conversion efficiency curve for differ-
ent UPSs. In our evaluation, we chose a 
value of 0.1279 for α and 0.9343 for b.

EVALUATION RESULTS
To verify the power model, we con-
ducted an experiment with 10 servers 
and two applications. The servers were 
eight Intel CPU servers and two AMD 
CPU servers; the applications were 
Y-Cruncher (www.numberworld.org/y 
-cruncher), a CPU-intensive applica-
tion, and Yahoo Cloud Serving Bench-
mark (YCSB; http://labs.yahoo.com 
/news/yahoo-cloud-ser ving-bench 

mark), which simulates Web ser-
vice requests to read and write to a 
database. 

We ran the two applications sepa-
rately to get α

i
j  as described in Equa-

tion 1 and then estimated real-time 

power by running the two applica-
tions on all 10 machines simultane-
ously while randomly changing each 
application’s workload during the 
test. The sample frequency is 1 Hz, 
which is sufficient for tasks that must 
execute over many hours or even days. 
We conducted the test on Intel and 
AMD machines separately and used 
linear regression to fit the datapoints. 
The PIDLE of 10 machines was 2,183 W. 

The workload of Y-Cruncher and 
YCSB are represented in digits per sec-
ond and operations per second. The coef-
ficients α of Y-Cruncher on Intel and 
AMD servers were 3 × 10−5 W/  digits/s 
and 4 × 10−5 W/digits/s. The coefficients 
α of YCSB on Intel and AMD servers were 
0.0024 W/operations/s and 0.0039 W 
/operations/s.

Figure 4 shows the measured power 
by a power meter and the estimated 
power using our rack-level power 
model. Error rates were within ±2.5 
percent—a corresponding power- 
estimation error of less than 83 W. 
Moreover, our rack-level power model 
overestimated power consumption 82 
percent of the time (246 out of 300 sam-
ple points). For under estimated cases, 

UPS POWER LOSS VARIES SIGNIFICANTLY 
WITH IT POWER LOAD, SO ANY WORK

LOAD CHANGE OR REDISTRIBUTION WILL 
AFFECT IT EQUIPMENT POWER LOSS.
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the gap between measured power and 
estimated power was less than 47 W 
with an error rate of −1.4 percent. 

These results are significant in 
light of the optimization problem’s 
power constraint. High underestima-
tion pro b ability and error rate can lead 
to a violation of the rack-level power- 
capping requirement.

Simulation results
We compared the total IT equipment 
power and wasted power from UPSs 
in both our optimal workload alloca-
tion and a baseline case that evenly 
allocates workload among racks. We 
assumed that each rack hosts 20 serv-
ers, and that each rack’s power is sup-
plied by one or two UPSs with an N+1 
or a 2N UPS configuration. Our sim-
ulation was for 50 racks running 10 
applications simultaneously. We used 
Mathematica to perform the simula-
tion, which ended when either the iter-
ations exceeded a predefined thresh-
old or the results converged to the 
requested precision.

Power-reduction comparison. Figure 
5 shows the power reduction with our 
optimal workload allocation relative 

to the baseline allocation (evenly dis-
tributed workloads). For both the N+1 
and 2N UPS configurations, the opti-
mal workload allocation reduces power 
consumption by 1.23 percent to 5.20 
percent. The N+1 configuration has a 
slightly higher power-reduction rate, 
but overall the rate gap between con-
figurations is small for all loads. 

Optimal workload allocation 
achieves the highest power reduction 
at the datacenter utilization of 50 per-
cent, which is also the average level for 
most datacenters.15 The degree of power 
reduction depends on the UPS efficiency 
curve and the alpha coefficient value  
(α

i
j) in Equation 1. As an extreme exam-

ple, if UPS efficiency is constant, power 
reduction will be zero for all datacen-
ter-utilization levels. That is, regardless 
of workload distribution, UPS efficiency 
(total UPS output power) is constant for 
a particular workload size. Because UPS 
efficiency is constant, UPS input power 
and power loss are also constant. 

Because the alpha coefficient de cides 
the power-increase rate for a specific 
application, it affects the datacen-
ter’s power consumption (UPS output 
power), which is why a different work-
load allocation might have a different 

power consumption for the same work-
load size.

Workload-type effects. To better un -
der  stand how workload type affects 
power reduction, we changed the appli-
cation mix while keeping total datacen-
ter utilization at 50 percent. In this sim-
ulation, we divided the 10 applications 
into two categories—CPU-intensive 
and Web service—and then mixed the 
types with different proportions. 

As Figure 6 shows, a greater pro-
portion of CPU-intensive applications 
translates to higher power reduction, 
with the maximum reduction at 85 
percent CPU-intensive applications 
and 15 percent Web service applica-
tions. These results are predictable: 
the more CPU-intensive applications 
there are, the more power goes to the 
rack. The higher rack power increases 
the UPS’s loaded capacity, which could 
result in lower power loss.

Translation to energy-
cost reduction
Datacenter power capacity varies con-
siderably. As of 2011, it was estimated 
to be anywhere from 2 to 100 MW (www 
.greenpeace.org/international/Global 
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/international/publications/climate 
/2011/Cool%20IT/dirty-data-facilities 
-table-greenpeace.pdf), with half 
the datacenters surveyed falling be-
tween 20 and 76 MW. According to a 
2014 Uptime Institute report (https:// 
journal.uptimeinstitute.com/2014 
-data-center-industr y-sur vey), the 
average data center PUE is 1.7. For 
a datacenter with a 76-MW capac-
ity, IT equipment power consump-
tion would be 44.7 MW. With the 5.2 
maximum power- consumption re-
duction demonstrated in our simu-
lation, the datacenter could reduce 
its annual energy cost by 44.7 MW 
per day, which is roughly $1.4 mil-
lion (44.7 × 365 days × 24 h × 0.07 
 $/kWh × 0.052).

Our experiments with the rack-
level power model show that 
UPS configurations signifi-

cantly affect a datacenter’s energy 
efficiency and that UPS power loss is 
different when IT workload changes. 
Along with our workload-placement 
calculations, the model minimizes IT 
equip ment power consumption and 
UPS power loss with up to a 5.2 per-
cent power reduction relative to an 
even workload-allocation strategy. 
In future work, we will focus on how 
DVFS and switching servers on and off 
can enhance UPS efficiency. 
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