Submitted for Journal Publication 1

Automatic Network-Aware Service Access

Xiaodong Fu, Weisong Shi, Vijay Karamcheti
Department of Computer Science
Courant Institute of Mathematical Sciences

New York University

Abstract

Although advances in wireless networks and the increasing availability of mobile end devices raise the prospect
of ubiquitous access to network-based services, such access must cope with an inherent mismatch between the high
bandwidth, relatively static connection requirements of many services and the low bandwidth, limited resource, and
dynamic nature of mobile clients.

In this paper, we describe an application-level programmable network infrastructure called CANS (Composable
Adaptive Network Services), which alleviates this mismatch by enabling construction of service access paths aug-
mented with “impedance matching” components that handle operations such as caching, protocol conversion, and
content transcoding. The CANS infrastructure focuses omtiematic creatiormanddynamic reconfigurationf such
network-aware access paths, relying upon three key mechanisms: (a) a high-level integrated type-based specification of
components and network resources; (b) an automatic path creation strategy; and (c) system support for low-overhead
path reconfiguration.

We evaluate the CANS infrastructure over a range of network and end-device characteristics using two application
scenarios, web access and image streaming, with client preferences for reduced response time and increased throughput
respectively. Our results validate the effectiveness of the CANS approach for enabling network-aware service access to
mobile clients, verifying that (1) automatic path creation and reconfiguration is achievable and desirable; and (2) that
despite their flexibility, both path creation and reconfiguration can be supported with low run-time overhead.

1 Introduction

Advances in wireless networking, combined with the growing number of communication-enabled portable end-devices
such as lightweight laptop computers, PDAs and cell phones, raise the prospect of a mobile user being able to interact
with network-based services in a seamless, ubiquitous fashion. To consider an example scenario, a mobile user who
initiates a teleconference using a laptop at his office desk can continue to participate in it even when he needs to step
away from his desk or altogether leave the building, relying upon a wireless LAN in the first case and a metro-area or
cellular wireless network in the second.

However, several challenges need to be addressed before this vision can become reality. Chief amongst these is
coping with the assumption made in many services that they will be accessed by relatively powerful clients using high
bandwidth, low latency network connections. This assumption, which manifests itself as rich content or low-latency
transactions associated with the service, is at odds with the low-bandwidth networks and resource-constrained portable
devices used by mobile clients. In our example above, the service may, by default, provide a stream with video size and
resolution higher than can be delivered to a user’s laptop over a wireless network. Further complicating the situation is
the fact that as above, a mobile user might encounter very different connection characteristics over time, ranging from
relatively high-bandwidth wireless LAN in a constrained office-like environment, to a metro-area network in populated
urban areas, to a cellular network elsewhere. Ideally, the user’s interactions with the service would continually adapt to
the capabilities of his device and connection.

Unfortunately, such mismatches are poorly handled by current infrastructures, which either provide differentiated
service to mobile users or rely upon a close coupling between the service and client applications to adapt to chang-
ing network conditions. The first approach, used by several popular news, e-mail, and stock trading services, has the
service providing mobile users with different presentation, content, and features than that available to those accessing
the service via higher bandwidth connections. Because mobile users are grouped into a small number of classes, they



may not seamlessly receive performance commensurate with the current capabilities of their device or network. This is
particularly true in dynamic environments with big variations in available bandwidth (e.g., a wireless LAN user who is

at different distances from an access point). The second approach, exemplified by automatic stream selection mecha-
nisms in commercial media players, increases the burden on the application developer limiting its general applicability.
Additionally, restricting adaptation to only the end points can often yield sub-optimal behavior. For example, a media
player application that switches to a lower quality stream because of congestion in the middle of the network might have
been able to continue playing the higher quality stream if the stream was rerouted along a different path.

This paper describes a different approach to resolving the mismatch problem, enabling seamless mobile access to ser-
vices in resource limited and dynamically changing network environments. Our approach, embodi€bimtigsable
AdaptiveNetwork Services (CANS) infrastructure, permits the dynamic insertion of application-specific components
along the network path between the service and the client application. These components, which can transparently han-
dle stream degradation, reconnection, and path rerouting in our example, and in general support arbitrary transcoding,
caching, and protocol conversion operations, serve to “impedance match” a mobile user’s connection with the network
service making inetwork-aware CANS supports flexible mapping of these components to path resources, for instance
allowing their creation on the user’s end device, a proxy server located close to the wireless access point, or an edge
server acting as the gateway into the general Internet. This flexibility permits CANS to uniformly cope with both diverse
network conditions as well as changing load on shared resources. Although most mobile user scenarios are likely to
benefit from components deployed in the last two or three network hops, CANS can also be used in wide-area overlay
networks to achieve increased control over the entire network path.

Other researchers have also recently proposed similar programmable network infrastructures [1, 2,5, 7, 25, 28], how-
ever CANS distinguishes itself by striving to create such network-aware paths compléstyaticallyand additionally
support theidynamic reconfigurationTo achieve this goal, CANS relies on three key mechanisms:

¢ A high-level integratedype-based specification of components and network resquvbésh enables late binding
of components to paths, essential for flexibility. Unique to CANS is its expression of network characteristics in the
same type framework, e.g., network links are represented as components that transform the type of data passing
across them. This allows us to reduce the problem of finding appropriate components for given network conditions
into one of finding a type compatible sequence.

e An automatic path creation stratedyased on a polynomial-time dynamic programming algorithm, which simul-
taneously finds a type-compatible sequence of components that transform the data type produced at the service
into a type that can be consumed by the client device, and maps these to underlying network resources so as to
optimize a global metric (e.g., client throughput or response time).

e System support folow-overhead dynamic path reconfiguratjamhich includes restrictions on component inter-
faces and efficient protocols that leverage these restrictions to support three different reconfiguration semantics:
no continuity, continuity at the level (emantic segmentand full continuity.

We have developed a prototype Java-based implementation of the CANS infrastructure. This prototype is used in the
paper to evaluate the effectiveness of our approach, both in terms of the capabilities and performance of the constructed
paths as well as the overheads associated with path creation and reconfiguration. We report on experiments conducted
using two representative applications, web access and image streaming with client preferences of reduced response time
and increased throughput respectively, for multiple network and end-device characteristics reflecting typical mobile use
situations. Our results validate the CANS approach, verifying that (1) automatic path creation and reconfiguration is
achievable and does in fact yield substantial performance benefits; and (2) that despite their flexibility, both path creation
and reconfiguration can be supported with low run-time overhead.

The rest of this paper is organized as follows. Section 2 presents the overall architecture and implementation of the
CANS infrastructure. Sections 3-5 focus on the three mechanisms that enable automatic creation and reconfiguration
of network-aware paths, describing in turn the type framework, path creation strategy, and system support for path
reconfiguration. The CANS infrastructure is evaluated in Section 6 using the two applications. We discuss related work
in Section 7 and conclude in Section 8.
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Figure 1: Logical view of a CANS network showing data paths constructed from typed components.

2 CANS Architecture

2.1 Logical View of a CANS Network

CANS views network environments as consisting of cliggoplicationsand networlservicesconnected bylata paths

CANS extends the notion of a data path, traditionally limited to data transmission between end points, to include
application-specific components which are dynamically injected by end services, applications, or other entities. Besides
supplying consumable data to client applications, these components cooperate to continually adapt the data path to
properties of the underlying network and end devices (see Figure 1).

CANS data paths are created dynamically, based on information about user preferences, properties of services and
client applications, as well as characteristics of the underlying platform. The components which constitute a data
path, the interconnections amongst them, and their internal configuration parameters can all be modified at run time.
Modifications are triggered based on either system events (e.g., detection of bandwidth drop on a network link) or
component-initiated events (e.g., delayed arrival of data frames). The CANS infrastructure provides support to efficiently
reconfigure data paths, while preserving application specific semantics of the transmitted data.

2.1.1 CANS Components

CANS components are self-contained pieces of code that can perform a particular activity on input data, for example,
protocol conversion or data transcoding. Network-aware access paths are formed by connecting components with each
other based upon compatibility of output and input types (see Section 3 for details). Components come in two flavors:
mobile soft-state objects callelliversand statefukervices

Drivers serve as the basic building block for constructing adaptation-capable, customized data paths. Drivers are
standalonenobile code modules that perform some operation on the data stream. However, to permit their efficient
composition and dynamic low-overhead reconfiguration of data paths, drivers are required to adhere to a restricted
interface. Specifically,

1. Drivers consume and produce data using a standiatal portinterface, called ®&Port . DPort s are associated
with type information (see Section 3 for details ) and distinguished based on whether they are being used for input
or output.

2. Drivers arepassive moving data from input ports to output ports in a purely demand-driven fashion. Driver
activity is triggered only when an output port is checked for data or an input port receives data.

3. Drivers consume and produce data at the granularity of an integral number of application-specific units, called
semantic segmentsThese segments are naturally defined based on the application, e.g., an HTML page or an
MPEG frame.

4. Drivers contain onlysoft statewhich can be reconstructed simply by restarting the driver. Examples of such state
include cache data, compression dictionaries, etc.
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The first two properties enable dynamic composition and efficient transfer of data segments between multiple drivers

that are mapped to the same physical host (e.g., via shared memory). Moreover, they permit driver execution to be
orchestrated for optimal performance. For example, a single thread can be employed to execute, in turn, multiple driver

operations on a single data segment. This achieves nearly the same efficiency, modulo indirect function call overheads,
as if driver operations were statically combined into a single procedure call. The last two properties, semantic segments
and soft state, enable low-overhead data path reconfiguration and we defer their complete description to Section 5.2.

Services are the second core CANS component. Unlike drivers, which must follow a constrained interface, services can
export data using any standard internet protocol (e.g., TCP or HTTP), encapsulate more heavyweight functions, process
concurrent requests, and maintain persistent state. The different interface requirements of drivers and services stem from
the observation that most current services distributed in the internet are legacy in nature: their source code is general
unavailable, and rewriting or modifying them is impractical. The price paid for not adhering to a standard interface is
that unlike driver migration, CANS does not explicitly support service migration; a service individually determines how

it manages its own state transfer. This design choice reflects the view that services are migrated infrequently and doing
so requires protocols that are difficult to abstract cleanly.

CANS provides applications with a general platform to create, compose, and control services across the network. A
service is required to register itself by providinglelegate objecthat can control the service and act on its behalf in
interactions with the rest of CANS.

2.2 Physical View of a CANS Network

The CANS network is realized by partitioning the service and driver components belonging to multiple data paths onto
physical hosts, connected using existing communication mechanisms. The current version of the CANS infrastructure
does not address trust and security issues; we assume that hosts underlying the CANS network either belong to the
same network administration domain, or are under the control of the same organization. Examples in the first category
include campus-area hybrid wired and wireless networks in large shopping centers, office buildings, university, hospital,
and airport settings, while those in the second include geographically-distributed content distribution networks with a
final wireless hop. Although most mobile use scenarios are likely to benefit from components being deployed in the last
two or three hops of the network, CANS can also be used in wider area networks to achieve increased control over the
entire network path.

2.2.1 Execution Environment

The Execution Environment (EE) serves as the basic node run-time environment and is responsible for:
e downloading component code from a specified location and instantiating it as required.

e maintaining information about deployed drivers and managing data path operations both within and across EEs,
including inserting new drivers, creating new services, and reconfiguring existing paths based upon input from the
planning module described in Section 4.

e supporting system- and component-level event propagation within and across EEs (details below).

e interacting with external resource monitors to obtain information about system conditions such as CPU load,
network connections, and bandwidth available to a data path. We currently use simple heuristics to estimate
network information, however the CANS architecture can easily incorporate resource monitoring tools developed
by other researchers [3,16,17].

Communication Adapters Inter-EE data transmission is accomplished by auxiliary CANS components called com-
munication adapters, which transmit dataysicallyacross the network to connect drivers that span different nodes. To
achieve this, these components expose a driveBiRert interface. Communication adapters also support two addi-
tional kinds of logical connections: (1) between client applications and drivers; and (2) between a driver and a service
that exports data using an interface other tbéort .

To provide the above functionality, adapters establish point-to-point physical communication links between applica-
tion wrappers (see below), execution environments, and services. Multiple logical connections can be multiplexed on
a single physical link; the latter can exploit transport mechanisms best matched to the characteristics of the underlying
network. Communication adapters can additionally encapsulate behaviors that permit them to adapt to and recover from



minor variations in network characteristics. For instance, in nodes supporting both wired and wireless network connec-
tions, these adapters can be written to automatically reconnect with an upstream adapter using whichever connection is
currently available.

Event Propagation Exchange of control information between components within the same EE or across EEs is ac-
complished using events.

Components can raise events (tagged with the event name and source) to local registered listeners. This mechanism
is used, for example, by the EE to notify interested components about changes in system conditions. The EE also
supports a distributed event mechanism, permitting events to be raised on remote EEs. This basic mechanism enables
construction of flexible event delivery mechanisms. An example of this is suppopatbrlevel eventin CANS:
components wanting to communicate control information with other components along the path raise an event that is
caught by a locapath event delegatevhich in turn fires a distributed event to its counterpart on the next EE along the
data path. This delegate listens for path events arriving through the network, and in response raises a local event that is
caught by the local components belong to that path.

2.2.2 Support for Legacy Applications

The CANS infrastructure supports both CANS-aware and CANS-oblivious client applications. The former just hook into
the driver and service interfaces described earlier. The latter require more support but are easily integrated because of our
focus on stream-based transformations on the data path. Our solution reliesteraeption layethat is transparently

inserted into the application and virtualizes its existing network bindings. The interception layer is injected using a
technique known as API interception [13], which relies on a run-time rewrite of portions of the memory image of the
application.

The interception layer provides the application with an illusion of a TCP socket, which can be bound to various
interfaces (CANS or native network) for actual data transmission. This binding in turn is influenced by an application
specific policy, which responds to events (such as connect requests) delivered to it by the interception layer. Thus,
enabling CANS support for a new legacy application would require only writing a specific policy for that application.
Finally, although our current implementation virtualizes the TCP layer, the technique can as easily support other well-
known protocols, such as HTTP.

2.3 Example: A Streaming Media Application

To demonstrate how the CANS infrastructure can enhance mobile user experience in dynamic resource limited environ-
ments, we describe a simple example modeled after the teleconference scenario described earlier. Consider a mobile
user with a laptop capable of both wired and wireless operation who connects to an Internet-based server to access a
media stream. This user starts off at his office desk but then has to leave in the middle to go elsewhere in the building.
Let us assume that the user wishes to continue viewing the stream using the laptop’s wireless connection, while retain-
ing the same privacy guarantees (freedom from eavesdroppers) he might have had on a wired connection even if, as we
assume here, the wireless link has inadequate security.

To ensure seamless mobile access to the network service, an ideal infrastructure would provide the user with good
stream quality when he is using a wired connection and that degrades gracefully depending on his distance from the
wireless access point. Additionally, the infrastructure would isolate the user from the switch between wired and wireless
connectivity and transparently provide the required privacy guarantees. Unfortunately these requirements cannot be sat-
isfied by any current infrastructure: media player applications capable of adapting stream quality to network bandwidth
cannot mask the reconnection event, and mobility-aware transport protocols [22, 24] are incapable of adjusting stream
quality in any intelligent fashion. Neither set of solutions can satisfy the user’s privacy requirements.

The CANS infrastructure successfully enables this scenario by augmenting the path between the user and media
server with the following six component&connector(srg)reconnector(destpadder splitter, encryption anddecryp-
tion. Thereconnector(srcandreconnector(destyomponents cooperate to buffer and retransmit frames of the stream,
ensuring that the client application always receives a semantically valid frame, even when there is data loss in the switch
between the wired and wireless connections. Note that, since, in general, it is impossible to mask the time delay involved
in the reconnection, the infrastructure also needs to isolate this delay from the media player applicatipaddere
component helps with this, “filling in” legal media frames whenever its input stream stopssplitter component
can split the incoming media stream into its video and audio portions, enabling adaptation in low-bandwidth situations.
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Figure 2: CANS enables seamless mobile access to a network media server by constructing data paths customized to
different network conditions.
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Finally, theencryptionanddecryptioncomponents cooperate to maintain privacy of stream data by encrypting it before
the wireless link and decrypting it before delivering it to the application.

Thus, these components permit construction of a data path customized to the network conditions encountered during
each stage of the example:

e (with the wired link) The data path consists of tleeonnector(sre}-reconnector(dest-paddersequence, and
is capable of isolating the client application from detecting a future disconnection.

¢ (with the wireless link) Thencrypter—reconnector(sreé)}-reconnector(dst-decrypter—paddersequence, when
link capacities are sufficient to transmit video+audio to the client. When not enough capacity is present, the se-
quence would also need to include ggditter component at a location determined by the bottleneck link.

While it should be clear by this stage that CANS-like infrastructures can provide substantial flexibility for adapting
to resource limited and dynamic network conditions, several concerns need to be addressed before such infrastructures
can be widely used. Can such infrastructaatmaticallyconstruct appropriate data paths, while respecting constraints
imposed by the network (e.g., that the encrypter and decrypter components need to be at either end of the wireless link)?
Can component sequences be mapped to network resources to optimize performance metrics, while respecting node and
link capacity constraints? Can data pathsdgaamicallyreconfigured whenever system conditions change? Can data
paths be constructed and reconfigured without negatively impacting the performance of the system?

The CANS infrastructure includes three key mechanisms—type-based specification of components and network re-
sources, automatic path creation strategy, and system support for dynamic path reconfiguration—which answer each of
these questions in the affirmative. We describe these mechanisms in the next three sections and evaluate their effective-
ness in Section 6.

3 Type-Based Specification of Components and Network Resources

To automatically construct data paths from a set of components, the first question that must be answered is which
application-specific components can be composed together. We formulate this composition probtgpe a®mpati-

bility problem. Central to this formulation is the notion that all data flowing along a data psibei$ and that this type

is affected both by components along the data path as well as network resources making up the route. In the rest of this
section, we describe in turn the type-based representation of components and network resources.

3.1 Representing Component Properties

The composability of CANS components (both drivers and services) is decided by compatibility of type information
associated with the input and output ports being connected. The types used in CANS integrate two closely related
concepts: data typesand stream types An additional notion ofdata type rankshelps capture application-specific
composition constraints.

Data types are the basic unit of type information, represented by a type object that in addition to a unique type name
can contain arbitrary attributes and operations for checking type compatibility. The CANS infrastructure assumes that,



in most application domains, it is possible to defirdased semantically unambiguous set of types, for instance MIME
types to represent common media objects.

Traditional mechanisms such as type hierarchies can still be used to organize data types; however, our scheme
permits flexible type compatibility relationships not easily expressed just by matching type names. For instance, it is
possible to define a CANS type for MPEG data, which contains attributes for defining the frame sM@E&Gype can
be defined compatible with anothBfPEQype as long as the former’s frame size is smaller than the latter’s, naturally
capturing the behavior that a lower resolution MPEG stream can be played on a client platform capable of displaying a
higher resolution stream.

Stream types capture the aggregate effect of multiple CANS drivers operating upon a typed data stream. Stream types
are constructed at run time, and are representedstackof data types. Operations allowed on stream types include
push, pop, peelandclong which have the standard meanings.

Each CANS component with, input ports anch output ports defines a function, which maps its input stream types
into output stream typesi(Tin,, Tings -+ Ting ) — (Touts, Toutss ---» Lout, ) WhereT;,. is the required stream type set
for the ith input port, andl',,; is the resulting stream type produced on tie output port. The type compatibility
between an input and an output port, which determines whether two components can be connected, is determined by
checking the top of the output port’s stream type against the required data type of the input port. Stream type information
flows downstream automatically when two ports get connected at run time.

—' Encrypted _'
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Figure 3: A simple example of component type compatibility.

Figure 3 shows an example of the type compatibility scheme. The source produces MPEG data at ré86Iution
200, which needs to be supplied to the sink that can consume MPEG data at resel@tio256 after going through two
components that respectively encrypt and decrypt the data. The figure shows the data types on each of the ports as well
as the stream types on the connections. To consider an exampliadhgtiondriver accepts data tyggaseStream
and pushes aBncrypted type object onto the incoming stream type. The output po&rofs compatible with the
input port of Encryptionbecause th&IPEQype object extends thBaseStream type. Similarly, the output port of
Decryption whose effect is to pop thEncrypted type from its incoming stream type, is compatible with the input
port of Sinkbecause of a type-specific compatibility operator fortMfeEGype that looks at the resolution attributes.

Figure 3 also highlights the composition advantages of representing stream types as a stack of data types. If com-
ponents were just modeled as consuming data of a particular type and producing data of another, it would be difficult to
express the behavior of tiencryptionandDecryptiondrivers in a way that permits their use with generic stream types
withoutlosing information about the original stream type at the output obiberyptiondriver. In this case, determining
whether theDecryptiondriver’s output port is compatible with the input port 8mkwould require examining the entire
data path. In contrast, our stream type representation permits local decision making, enabling run-time adaptation via
dynamic component composition.

Data type ranks help express application-specific constraints on how CANS components can be composed together by
requiring that only types of monotonically increasing ranks can be stacked into a stream type. For instance, by giving the
encryption type a higher rank, we can ensure, for any CANS data path requiring both encryption and compression, that
encryption always happens after compression. Similarly, the ranking scheme can express that lossy compression can
happen after lossless compression but not vice versa, and as in the web access application described in Section 6, that
image resizing to reduce bandwidth requirements of web page delivery be employed only after image quality filtering.

To simplify use of CANS in mobile user scenarios, our infrastructure predefines certain common data types. These
types are partitioned into different classes such as encryption types, compression types, image transcoding types, etc.
Each class is assigned a range of rank values, capturing common constraints of the kind described above. New types
required for the application can be easily integrated into this rank hierarchy: the application developer first picks a class
in which to put the new data type and then chooses a rank from the class range. The chosen rank must satisfy certain
rules, for example, if type, is a subtype of then rank oft, should not be lower than that ¢f We have found this
linear organization of the type space to be sufficient for most applications; however, we are currently extending it using



a rule-based mechanism on top of type classes that allows the system to automatically place the types in a rank lattice.

3.2 Representing Network Resource Properties

Network resource characteristics can introduce additional constraints affecting both which components must be present
along a data path and how these can be composed. To revisit the example described in Section 2.3, the risk of packet
interception on the wireless link necessitates the presence of the encryption and decryption drivers to preserve privacy.
Similarly, the padder component is required because it is not possible to bound jitter when the user switches between
the wired and wireless networks. Since these drivers are not required if one just examines the type properties of the
data path source and sink locations, it is clear that one needs to factor in network resource characteristics into the
component selection process. Unfortunately, prior research has usually modeled these resources in an ad hoc fashion,
inserting components necessitated by characteristics such as link properties as a separate pass after type-compatibility
based selection. While this approach works, it compromises on optimality because of poor or redundant placement of
these required components.

In contrast, our approach unifies both type compatibility and network resource characteristics in the same framework.
We restrict our attention to network links in the following discussion, but the same principle extends to other network
resources. The basic idea of our approach is to represent link requirements implicitly by modeling how links affect the
types of data that go across them.

To capture the effect of link properties on data types, we introduce the notionaigmented type each data
type is extended with a set of link properties that can take values from a fixed set such as security (used here to denote
transmission privacy), reliability, and timeliness, etc. Network links are modeled in terms of the same properties and
have the effect of modifying, in a type-specific fashion, values of the corresponding properties associated with different
data types. To consider an example, consider transmission of HTML data over an insecure link. Our type framework
captures this as follows: the data type produced at the source is represehtétifgecuretrue ), the network link
is represented by the propedgcurefalse , and the effect of the link propersecureon theHTMLdata type by the
rule that the augmented typ€rMI(securestrue ) is modified toHTMI(securefalse ) upon crossing a link with the
propertysecurefalse

This base scheme is extended to stream types by introducing the notisolaifon. Stated informally, specific
data types have the capability to isolate others below them in the stream’s type stack from having their properties be
affected by a link. For example, &ncrypted type can isolate theecureproperty of types that it “wraps”, i.e., this
type of encrypted data still remains secure after crossing insecure links, irrespective of what specific type(s) the data
corresponds to.

3.3 Type-based Modeling of the Streaming Media Application

To permit automatic data path construction for the example application described in Section 2.3, the specification of
components need to include the following four pieces of information: data type definitions, network links modeled
in terms of a set of link properties, rules governing how data types are modified by links, and component properties
described in terms of input and output types.

Figure 4(a) shows the data type definitioBaiseStream is the basic stream type with three boolean link proper-
ties: reliable, secureandrealtime RStream , Media , andEncrypted extend theBaseStream type, representing
reliable, media, and encrypted streams respectivélgeo andAudio are two subtypes of th®ledia type. The
RStream type is given a lower rank as compared to the other types to capture an application-specific composition
constraint involving thencryptioridecryptionandreconnectedrivers.

Figure 4(b) shows properties of the wired and wireless links. The wired link is modeledelihle andrealtime
properties set téalse to capture the fact that it can get disconnected during the access. Similarly, the wireless link
has thesecureproperty set tdalse to denote its limited support for transmission privacy.

Figure 4(c) shows how these link properties affect different types. “Effect isolation” refers to a type isolating the
effect of a link property for data type instances below it in the stack of types making up a stream type. For example, the
security property of th&ncrypted type is unaffected when data of such type traverses an insecure link. Moreover,
the type isolates this effect for all of the wrapped types.

Figure 4(d) lists the input/output types of the six components described in Section 2.3, along with the types produced
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Figure 4: Types in the streaming media example: (a) data type definitions; (b) link properties; (c) effect of link properties
on augmented types; and (d) input and output types of components.

by the source and that required by the sink. To consider some examples, the sink specification says that the client
application requires a reliable, real time, and seddeelia type. Thepadder which fills in legal frames whenever it

does not receive input in a timely fashion, is represented as a component that transforms the indettgpwith an

arbitrary value for theealtime property, into the output typ®edia with realtime=true . Similarly, theencryption
component is modeled as an entity that converts an arbitrary stream type at its input into a new stream type consisting
of the Encrypted type wrapping whatever was originally present. Teeryptioncomponent performs the reverse
operation, stripping away tHencrypted type out of the stream type.

The primary advantage of modeling component properties in a type framework is that all legal data paths associated
with a given set of network conditions correspond simply to type-compatible component sequences that transform the
source data type into that required by the sink. The important point here is that these legal sequences can be inferred
fully automatically. In this example, the two network conditions of interest are whether the user connects to the server
using a wired link or a wireless link.

With the wired link, the above type specifications yield the following two legal sequeneesnnecter(sre}-
reconnecter(destypadder andsplitte—reconnecter(sre}-reconnecter(dest-padder Informally, the former might
be used when link capacities are sufficient for transmission of the original video+audio stream to the client, while the
latter is required when this is not the case.

With the wireless link, again we have two sequeneggryptior—reconnecter(sre}-reconnecter(dest-decryption—
padder andsplitte—encryptior—reconnecter(sre}-reconnecter(dest-decryption—padder Notice that theencryp-
tion anddecryptioncomponents are required to preserve the secure property of a stream transmitted across the wireless
link (see Figure 4(c)). Note also that an alternate type-compatible component sespeamreecter(sre}-encryption—
decryptior—reconnecter(destrpadderis disallowed because of the ranks associated witRteeam andEncrypted

types.
Having obtained legal sequences, the next step towards automating data path construction is choosing one of them
and mapping it to underlying network resources to optimize some global performance metric.



4 Automatic Path Creation Strategy

The CANS path creation strategy embodied in theplelning modul@automatically selects and maps a type-compatible
component sequence to underlying network resources. In addition to satisfying type requirements, the strategy respects
constraints imposed by node and link capacities and optimizes some overall path metric such as response time, data
quality, or throughput.

In the following part of this section, we first describe the single path creation strategy and then discuss the reservation
scheme to handle multiple paths. Details of the path reconfiguration procedure are deferred to Section 5.

4.1 Single Path Creation

Creation of a single data path consists of two stapsate selectiorwhere a graph of nodes and links is selected for
deploying the path, andomponent selectiowhere appropriate components are selected and mapped to the selected
route. Route selection can be viewed as the shortest path problem in the node graph, which takes into consideration
bandwidth on links between nodes in different domains and the relative loads on nodes within the same domain. Given
the large amount of literature available on similar problems, we will not discuss this further.

The component selection process takes as input the augmented type at the data source, the augmented type required
at the sink, and the selected route (whose links may transform augmented types as described earlier). In this paper,
we restrict our attention to single input, single output components; i.e., all selected plans consist of a sequence of
components. Most of the application scenarios we have experimented with fall into this category.

The heart of our strategy is a dynamic programming algorithm to simultaneously select components and map them to
the route in a fashion that optimizes overall throughput, while ensuring a lower bound on data quality. Other optimization
metrics could also be used such as minimal latency, best data quality, etc. We first describe a base version of the algorithm
where only simple (non-stacked) data types are present and network restaimesaffect the type of data crossing
them, and then discuss how this base algorithm is extended to handle the more general case of stream types and link
properties.

4.1.1 Base Algorithm

To describe the dynamic programming algorithm, we first need to introduce some terminology.

A driver componentd is modeled in terms of itsomputation load factoioad(d), and itsbandwidth impact factor
bwf(d). load(d) captures the average per-input byte cost of running the component,iwii(€) reflects the average
ratio between input and output bandwidths. For example, a compression component that reduces stream bandwidth by
a factor of two has &wf = 0.5. Similarly, for the corresponding decompresseorf = 2.0.

A data path, D = {d,,...,d,}, is a sequence of type-compatible components, as defined in Sectiortype A
graph formalizes this notion: vertices in the graph represent types, and edges represent components that can transform
the type of one vertex to the type of the other. There might be multiple edges between two vertices in the type graph;
the degree of any vertex obviously does not exceed the total number of components in the system.

Aroute, R = {n1,ns,...,n,}, is asequence of nodes obtained using the route selection algofittin.n ;) refers
to the subsequence starting at nedeand ending at node;. Each node:; is modeled in terms of itsomputation
capacity comp(n;), which represents the number of operations that the node can perform every unit time. A link
between two nodes,;, is modeled in terms of its bandwidtbw ({;;). Bothcomp(n,) andbw(l;;) are defined in terms
of route resources available for a particular path.

A mapping, M : D — R, associates components on data pattvith nodes in route?. We are only interested in
mappings that satisfy the following restrictiond (d;) = n,, M(di+1) = ngy = u < ¢; i.e., components are mapped
to nodes in path sequence order. This is a reasonable assumption for data paths crossing multiple networking segments
which have different properties.

The component selection process takes as its input a Ryudesource data type, a destination data typg, and
attempts to find a data path that transforms; to ¢, and can be mapped #® to yield maximum throughput.

The problem as stated above is NP-hard. To make the problem tractable, we view the computation capacity as
partitionable into a fixed number afiscreteload intervals; i.e., capacity is allocated to components only at interval
granularity. Not only is this assumption practical, but it also allows us to define, for aRotte notion of aravailable
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computation resource vectoﬂ(R) = (r1,72,...,7p), Wherer; reflects the available capacity intervals on nede
(normalized to the interval [0,1]). For this algorithm, we are interested only in a subset of all possible vectors that have
the pattern{1,...,1,r;,0,...,0} for reasons explained below. It can be easily verified that the total number of such
legal vectors i® x L, wherep is the number of nodes ardis the number of the discrete load intervals.

Dynamic Programming Strategy

The intuition behind the algorithm is to construct, for different amount of route resources, optimal mappings for data
paths with increasing numbers of components,/say1, using as input optimal partial solutions involvikgr fewer
components. The form of the legal resource vector above is explained as follows: when we decide to assigttihe
componentl,; in the data path to a nodg in the route, the drivers beforg_; cannot make use of the nodes after
because of our mapping definition. Thus, we need only consider partial solutions for resource vectors that take the form
{1,...,1,7;,0,...,0}.

More formally, the algorithm builds up partial optimal solutios§, fT, k], vt, fT, k, where each such solution yields
maximum throughput for transforming the source typéo an arbitrary intermediate typge using a data path with
components or fewer and requiring no more resources thafhe dynamic programming strategy defines how these
solutions can be constructed in a bottom up fashion:

e Step 1 solutions simply consist of zero-component paths (edges in the type graph) that tragsfaomnan
arbitrary intermediate typg and require no more that resources (for eact) for a given routeR).

e Assume that Stefyr — 1 solutions have been constructed. These consist of optimal paths-of or fewer
components that transform the source type into all intermediate type while using no moré tesources (for
any A). The dynamic programming step works as follows.

e To construct a step solution for a given type and resource vectot, consider all possible intermediate typés
that can be transformed tpi.e., all those types for which an edde= (¢', t) is present in the type graph. For each
sucht’, consider all possible mappings of the associated compaheminodes along the route that use no more
than A resources. For each such mapping that transforms the available resource vé’Ct(cafter accounting for
load(d)), combine this component with the optimal Step- 1 squtions[t’,/fQ k — 1]. Note for each mapping
whereM (d) = n;, we setr;, = 0Vk > ¢in A’. The combined mapping that yields the maximum throughput is
deemed the optimal Steépsolution.

The throughput achievable for a particular mapping can be computed given the node throughput and link bandwidth
properties. The throughput of nodgitself is decided by the incoming bandwidth, its computation capaoityp(n; ),
and theload andbwf properties of components mapped to the node.

Two additional points need some clarification. First, in the above algorithm, we need to know how much resources
to set aside for componertbefore we can combiné with an optimal Steg: — 1 solution. The problem here is that
d’s resource requirementsad(d) are expressed in terms of per-input byte costs, and are difficult to evaluate without
knowing what the input bandwidth is, which itself is only known once the %tepl solution is selected. We break
this cyclic dependency by firgluessinghe resource requirement éfind then evaluating the throughput for this guess.
The guess that yields the maximum throughput is picked to reflecesource usage. Note that because of discretized
load levels, we only need to make a constant number of guesses at each step and moreover, one of these must yield the
optimal solution.

Second, in order to ensure the strategy optimizes throughipile ensuring a lower bound on quality, before com-
mitting to a Stept solution, the algorithm must verify that the lower bound on quality is satisfiable in the unresolved
portion of the data path. Note that to resolve this question, we simply need partial solutions precomputed by running the
algorithm in the “reverse” direction, i.e., starting frag with a different objective, that of maximizing data quality.

The algorithm terminates at Stép... = p x n, wherep is the number of nodes amdis the number of components.
This follows from the observation that for real components, there is no throughput benefit from mapping multiple copies
of the same component to the same node. The soltmom?mam kmax], If present, yields the optimal selection and
mapping of components to transformto ¢, along routeR. The complexity of this algorithm ig(n? x p?) as opposed
to O(p") for an exhaustive enumeration strategy. As stated earlier, in most mobile access scenarios benefiting from
CANS, p is expected to be a small constant, with overall complexity determined by the number of components.
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4.1.2 Extension 1: Handling Stream Types

Stacked stream types complicate the type graph used in the base algorithm because of a need to represent each of the
stream types that can be generated by a stackable driver component. For insEamdeivar can consume data of both
HTMLandWMLltypes producing different stream types, which must be separately represented. The naive approach of
explicitly enumerating each stream type in the graph (Zig-HTML andZip-WML in the example) does not scale
because the size of the type graph grows exponentially with the number of simple data types.

We employ two strategies to ensure that the type graph does not become intractably large. First, we restrict the
type graph to include only those stream types that are reachable from the source data type, and which in turn can reach
the destination type required by the client. This reduces the number of enumerations by a large amount because of
the observation that the total number of possible stacking operations involving a specific type is limited. Second, we
exploit the data typeanksdescribed in Section 3.1, which impose constraints on component composition and thereby
reduce the number of stream types that will be constructed. In the web access application described in Section 6, the
combination of these two strategies reduces the number of type graph nodes3te/juest creating a path for the data
typemime/text and6 when creating one for the typaime/image . In contrast, the application drivers repository
included about 20 simple types that would have resulted in a substantially larger number of nodes otherwise.

4.1.3 Extension 2: Dealing with Network Resource Properties

The algorithm as described so far does not consider the possibility of network resources affecting stream data types.
Taking network links as an example, to cope with their effect on stream types, the algorithm needs to incorporate two
modifications. First, the type graph is now defined in terms of augmented types, making explicit the differences between
streams that have the same data type but different values of link properties. Because both the number of such properties
as well as the set of values associated with each property are expected to be small, such enumeration results in only a
small increase in the size of the type graph.

The other modification is to the recursive step in the dynamic programming algorithm described above. In particular,
when developing Step solutions, the optimal Step — 1 solution that is combined with the selected one-component
partial mapping must take into account possible type translations because of an intermediate link. In other words, for a
given intermediate typg, we now need to consider solutioms”, A’, k — 1] wheret” is translated by one component
and one link (if it exists in the corresponding mapping) ititoThis modification does not change the overall complexity
of the algorithm.

4.2 Management of Multiple Paths

To concurrently support multiple data paths over shared resources, we employ a strateggojadisdble reservatian

The basic idea is very simple, each network resource (nodes, links, etc.) is partitioned into a number sliggsal

(see Figure 5). Individual data paths are provisioned by reserving node and link shares along the selected route, using
the single path creation strategy described earlier to deploy path components. Share enforcement is achieved using a
user-level sandboxing strategy [4], which provides control over CPU and network resource utilization. Note that after
allocation of shares, each of the paths can be created and maintained independently. For scalability, the controllers for
individual paths are distributed across the entire system.

(O Client

O [ ] Node

Figure 5:Multiple paths are hosted on a shared set of resources by allocating shares of resources to each individual path.
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Node and link shares are autonomously adjusted whenever the aggregate load on a resource changes, either because
data paths are deleted or new data paths need to be created, or because of external conditions such as link congestion.
Individual path controllers are informed of these adjustments using events, possibly triggering the reconfiguration pro-
cedure described in the next section. To balance between the need to efficiently use a resource and avoid potentially
high-overhead share adjustments, the partitioning procedure is discrete. To take an example, consider a resource that
is initially partitioned into four shares, all of which are being used by active data paths. When a fifth path needs to be
created, the resource is repartitioned to have eight shares (as opposed to five). This strategy trades off overall resource
utilization versus repartitioning frequency.

Our current scheme uniformly divides up shared resources amongst active paths. This can be easily extended, as in
network provisioning literature [10,11], to accomodate other schemes such as a weighted partitioning or even guaranteed
provisioning of route resources.

5 System Support for Efficient Path Reconfiguration

Data paths may need to be reconfigured to cope with dynamic changes in available resources. Our approach relies on two
kinds of system support to enable low-overhead reconfiguration: (1) appropriate restrictions on component interfaces,
and (2) reconfiguration protocols that leverage these restrictions. In this section, we first describe the reconfiguration
semantics supported by CANS, and then the required system support.

5.1 Reconfiguration Semantics

The central question about reconfiguration is what can the application assume about data in transit or buffered within
components when a portion of the network path is reconfigured. CANS reconfiguration protocols can be customized to
provide three levels of semantics:

e Level 1semantics provides no guarantees, leaving it up to the application to reconstruct any lost data. Applications
involving non-critical data (e.g., news feeds) can exploit in-order delivery guarantees to perform efficient recovery.

e Level 2 semantics provides the guarantee of delivering compgleteantic segmentsssentially simplifying the
task of the application recovery code. Semantic segments represent application-specific notions of a useful granu-
larity of data. For example, in a streaming media application, a semantic segment might correspond to individual
frames. Level 2 semantics ensure that a frame is either completely delivered or not delivered at all.

e Level 3semantics provide full continuity guarantees with exactly-once semantics, completely isolating the appli-
cation from the fact that the path has been reconfigured. Note that real-time applications can still detect a break
in data availability; we take the view that such applications are best handled by inserting additional application-
specific components that provide necessary timeliness guarantees. An examplgaiddéecomponent of the
media streaming application described in Section 2.3.

5.2 Restrictions on the Driver Interface

To guarantee the above semantics, CANS relies uposetmantic segmeandsoft stateroperties of drivers, introduced
in Section 2.

Semantic segmentsrefer to demarcatable application-specific units of data transmission, e.g., an HTML page or an
MPEG frame. CANS drivers are required to consume and produce data at the granularity of an integral number of
semantic segments. Informally, this requirement ensures that the data in an input semantic segment can only influence
data in a fixed number of output segments, permitting construction of data path reconfiguration and error recovery
strategies that rely upon retransmission at the granularity of semantic segments.

Note that this property only refers to the logical view of the driver, and admits physical realizations that transmit data
at any convenient granularity as long as segment boundaries are somehow demarcated (e.g., with marker messages).

Soft state refers to the driver property, which allows internal state to be reconstructed simply by restarting the driver.

Stated differently, given a semantically equivalent sequence of input segments, a soft-state driver always produces a
semantically equivalent sequence of output segments. For example, a Zip driver that produces compressed data will
produce semantically equivalent output (i.e., uncompressed to the same string) if presented with the same input strings.
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Figure 6: An example of data path reconfiguration using semantics segments.
Together, these two properties enable low-overhead path reconfiguration as described below.

5.3 Reconfiguration Protocol

Path reconfiguration is triggered by events generated either by the EE, which relays a change in network resource char-
acteristics or available path resources to the path controller, or by a component that detects a change in an application-
specific quality metric. The reconfiguration process consists of three major steps: (1) generation of a new selection
and mapping of components (“plan” for short) by the path controller; (2) ensuring required semantics prior to freezing
data transmission; and (3) deploying the new plan and resuming data transmission. Step 1 uses the planning algorithm
described earlier, optionally reusing some of the partial solutions constructed during initial deployment, and can be
overlapped with ongoing transmission. Step 3 involves a standard two-phase commit like procedure to synchronize
reconfiguration activities among multiple nodes along the path. We describe Step 2 in additional details below.

Step 2 requires slightly different support for the three reconfiguration semantics described earlier. Since activities
for Levels 1 and 2 are a subset of that for Level 3, our description focuses on the latter. The underlying problem is that to
maintain semantic continuity and exactly-once semantics, any scheme must take into account the fact that the portion of
the data path being reconfigured can have stream data that has been partially processed: in the internal state of drivers,
in transit between execution environments, or data that has been lost due to failures. Note that the soft-state requirement
on its own does not provide any guarantees on semantic loss or in-order reception.

Figure 6 shows an example highlighting this problem. To introduce some terminology, we refer to the portion
of the data path that needs to be reconfigured because of network changes (failures are an extreme example) as the
reconfiguring portion and the components immediately upstream and downstream of this portion with respect to the
data path as thapstream pointind downstream pointespectively. In the example, driveg is a source of MPEG
data, driverd; is an MPEG frame duplicator which produces 3 frames for each incoming frame, dyiilean MPEG
frame composer which generates one MPEG frame upon receiving four incoming frame# frandds is a renderer
of MPEG data. The reconfiguring portion consists of driverandds,. Consider a situation where system conditions
change after the upstream poifit has output two frames, and the downstream pdinhas received one frame. At
this point, the portion containing; andd, cannot be reconfigured because doing so affects semantic continuity. It is
incorrect to retransmit either the second segment figiwhose effects have been partially observedsabr the third
segment, which would result in a loss of continuitylat

The reconfiguration protocol leverages the semantic segments and soft state restrictions placed on driver function-
ality as follows. Intuitively, the first restriction allows us to infer which segments arriving at the downstream point of
the reconfiguring portion depend on a specific segment injected at the upstream point and vice-versa, while the second
makes it always possible, even if any internal driver state is reset, to recreate the same output segment sequence at the
downstream point by just retransmitting selected input segments at the upstream point. Our solution exploits these char-
acteristics to provide the required guarantees by just combmiffgringanddelayed forwardingf semantic segments
at the upstream and downstream points respectively, sdtbctive retransmissioof segments that are incompletely
delivered. The correspondence between upstream and downstream segments is completely determined by driver charac-
teristics in the reconfigurable portion; the implementation just needs to track marker messages that demarcate segment
boundaries.

This scheme uniformly handles both the situation where drivers continue error-free operation but the data path needs
to be reconfigured in response to system conditions, as well as the situation where link or node errors cause partial driver
state to be lost; the difference in the two situations is only whether the protocol is executed on demand or always. For the
first situation, we defer reconfiguration to the time when the system can guarantee continuity and exactly once semantics
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for Level 3 (respectively, complete delivery of a semantic segment for Level 2). Upon receiving an event that triggers
reconfiguration, the upstream point starts buffering segments while continuing to transmit them, in effect flushing out
the contents of intermediate drivers. The downstream point monitors the output segments arriving there, waiting until it
completely receives an output segment from upstream satisfying the propergyl thatsequent segments correspond

only to input segments at the upstream point that are either buffered or not yet transrhitddevel 2 semantics, one

need only wait for the simpler requirement that all semantic segments that originate from the same input segment are
delivered. At this time, the system can be stopped and the reconfigurable portion replaced by a semantically equivalent
set of drivers. To restart, the upstream point retransmits starting from the first segment whose corresponding output
segment was not delivered.

In our example, reconfiguration works as follows (assuming Level 3 semantics). To start with, the upstream point
(do) starts buffering every segment it sends out after this time. When the downstreamdgbirgcgives a complete
upstream segment (in this case this happens when the third segment outpig Bceived), it raises an event. The path
controller can now freezé,, and replacel; andd, with a compatible driver graph. To restadt, retransmits starting
from segment 5. In this casg does not need to discard anything. Error recovery on this portion reqglitesbuffer
its output segments and have the downstream point pass on segméntsty in units of 3 segments at a time.

6 Performance Evaluation

To evaluate the effectiveness of CANS mechanisms detailed in Sections 3-5 in enabling automatic creation and recon-
figuration, we measured the performance and overheads of automatically created network-aware data paths in mobile
usage scenarios in the context of two applications, web access and image streaming.

We describe in turn our experimental platform and an analysis of the effectiveness of automatic path creation and
reconfiguration. All experiments reported here were conducted using a Java-based prototype of the CANS infrastructure.
An early version of this prototype is available for download frbtip://www.cs.nyu.edu/pdsg/projects/
cans

6.1 Experimental Platform

Internet Service Edge Server Access Point Mobile Client

I
]

Figure 7: A typical network path between a mobile client and an internet services.

For all of our experiments, we consider a typical network path between a mobile client and an Internet server as
shown in Figure 7. This platform models a mobile user using a portable deViges(ich as a laptop, pocket PC or
cellular phone to access network services. The communication path from the device to the service typically spans three
hops: a wireless linkl{;) connecting the user’s device to an access point, a wired lipklfetween the wireless access
point and a gateway to the general Internet, and finally a WAN link between the gateway and the host running the service.
We assume that CANS components can be deployed on three sites, the mobile Ne)jiegpfoxy server located close
to the access poinf\;), or an edge server located near the gatewy).¢

Theweb access applicatiortonsists of a browser client and transcoding components that reduce download times
under low-bandwidth network conditions by dynamically compressing text and/or degrading image quality. Previous
research has shown that such an approach is effective [5, 20]. In this paper, we focus on the question of whether an

1our use of the term “edge server” differs from its usage in content distribution networks. We use the term to refer to a host on the frontier of the
network administrative domain within which CANS components can be deployed.
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appropriately customized subset of these components can be automatically deployed to minimize download time for
different network conditions.

Theimage streaming applicationconsists of a simple downloadable applet that sets up a connection with a server,
receiving and displaying images periodically pushed by the latter. This application is representative of news feeds and
tickers on many financial web pages. For our application, we require that images are available at the client within a
certain time deadline, and that the transmission is private.

Component | Input/Output Types Load (ops/byte)| Bandwidth Factor
ImageFilter | F: Image— Image 1.64 x 1070 3.92
ImageResizer| R: Image—Image 8.335 x 107° 3.92
Zip Z.* — ZipType/* 1.3 x 1077 3.15
uUnzip U: ZipType/*—* 1.2 x 1077 0.32
Demultiplexer| D: MIME — Image, Text negligible 1.0
Multiplexer | M: Image,Text— MIME negligible 1.0
Encrypter | E:* — Encrypted/* 4.35 x 107 1.0
Decrypter | D: Encrypted/*— * 4.35 x 1079 1.0

Table 1: Characteristics of components employed in the web access and image streaming applications.

Table 1 lists the characteristics of components used in the two applicationsimélgeFilter and ImageResizer
components degrade image quality andZippandUnzipcomponents work together to compress text pages as required.
Demultiplexerand Multiplexer enable different CANS paths for text and images, andBherypterand Decrypter
components help guarantee transmission privacy. The load values shown in Table 1 are normalized with respect to a
Pentium 11l 1 GHz machine, which is assumed to have a computing powkepp$/second. The load and bandwidth
factor values were obtained by profiling component execution on representative data inputs: a web page containing 14
KB text and six 24 KB JPEG images for the first application, and a 24 KB JPEG image for the second. All experiments
used the same data inputs that the components were profiled on. This is a simplifying assumption, but reasonable
given our primary focus was evaluating whether our approach could effectively adapt to multiple network conditions.
Evaluating the effectiveness of the approach when component characteristics may be imprecise is a topic deferred to
future research.

6.2 Effectiveness of Automatic Path Creation

To model different network conditions likely to be encountered along a mobile access path, we defined twelve different
configurations listed in Table 2. These configurations represent the network bandwidth and node capacity available
to a single client, and reflect different loading of shared resources and different mobile connectivity dpfioese
configurations are grouped into three categories, based on whether the mobile lxhibits cellular, infrared, or
wireless LAN-like characteristics. Four of the configurations correspond to real hardware setups (tagged with a *), the
remainder were emulated using “sandboxing” techniques that constrain CPU, memory, and network resources available
to an application [4]. As before, the computation power of different nodes is normalized to a 1 GHz Pentium Ill node.

Table 2 also identifies, for each platform configuration, the plan automatically generated by CANS for the web
access application. The plans themselves are shown in Figure 8. To take an example, consider platform configuration
7 for which the path creation strategy generates Plan C. The reason for this plan is as follows. Sihgehkskhigh
bandwidth whileL, has moderate bandwidth, there is a need to reduce image transmission size, which is accomplished
using thelmageFiltercomponent. Th&ip andUnzipdrivers help improve download speeds by trading off computation
for network bandwidth. Both thenageFilterandZip components are placed on the proxy server, because it has more
capacity than the edge server. Contrast this plan with plan A (for configurations 1 and 2) where the proxy server now
contains both atmageFilterand animageResizecomponent. The latter is required because the bandwidth reduction
due to just thémageFiltercomponent is insufficient to cross the 19.2 Kbps link.

Figure 9 shows the performance advantages of the automatically generated plans when compared to the response
times incurred for direct interaction between the mobile client and the server (débioted in the figure). The bars
in Figure 9 are normalized with respect to the best response time achieved on each platform (so lower is better). In all

2The bandwidth between the internet server and edge server available to a single client is assumed to be 10 Mbps.
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| Platform [ Edge Serve(No) | Ly | Proxy Serve(Ny) | Lo | Client(V2) | Plan |

1 Medium Ethernet High 19.2 Kbps | Cell Phone| A
2 Medium Ethernet High 19.2 Kbps | PocketPC| A
3 High Fast Ethernet Medium 57.6 Kbps Laptop B
4* High Fast Ethernet Medium 115.2 Kbps| Laptop B
5 Medium Ethernet High 384 Kbps | PocketPC| A
6* High Fast Ethernet Medium 576 Kbps Laptop B
7 Medium Fast Ethernet High 1 Mbps Laptop C
8 Medium Ethernet High 3.84 Mbps | PocketPC| D
9 Medium Ethernet High 3.84 Mbps Laptop D
10 Medium DSL High 3.84 Mbps Laptop B
11 Medium DSL Low 3.84 Mbps Laptop B
12 Medium Fast Ethernet High 5.5 Mbps Laptop E

Relative computation power of different node tyfresmalized to a 1 GHz Pentium Il node):
High = 1.0, Medium =0.5, Laptop =0.5, Low = 0.25 Pocket PC .1, Cell Phone .05

Link bandwidths

Fast Ethernet 200 Mbps Ethernet =10 Mbps, DSL =384 Kbps

*Experiment conducted on real (as opposed to “sandboxed”) hardware.

Table 2: Twelve configurations representing different loads and mobile network connectivity scenarios, identifying the
CANS plan automatically generated in each case.

Edge Server N, —— L; Gateway N, —— L, Mobile Client N,

n

— : )< : rext ©>®7 Plan A
@ Demultiplexer z U
(M) Multiplexer FHR image
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@ ZipDriver image /F\
@ UnzipDriver 4®< text \/ Plan C
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@ ImageFilter Plan D
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Figure 8: Component placement for the five automatically generated plans.
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Figure 9: Response times achieved by different plans for each of the twelve platform configurations compared to that
achieved by direct interaction. All times are normalized to the best performing plan for each configuration.
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Figure 10: Timeline of requests and responses for plan B running on platform configuration 10 (all times are microsec-
onds). The blocks marked, M, Z, U, andF correspond to the executions of the respective components.
Communication overheads, including wait times, are shown using gray, whereas CANS overheads are shown
using hatched block#\pplicationrefers to the overhead of communicating the data to the client application.
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twelve configurations, the generated plans improve the response time metric, by up to a factor of seven. In addition,
these improvements would further increase if there were a web caching node along the route. Note that the lower
response times come at the cost of degraded image quality, but this is to be expected. The point here is that our approach
automateghe decisions of when such degradation is necessary. Figure 9 also shows that different platforms require a
different “optimal” plan, stressing the importance of automating the component selection and mapping procedure. In
each case, the CANS-generated plan is the one that yields the best performance, also improving performance by up to a
factor of seven over the worst-performing transcoding path.

It is interesting to note that CANS achieves substantial performance improvements despite run-time overheads on
the critical path. To understand whether other applications with different component characteristics would yield similar
improvements, we profiled our implementation to construct a timeline of the operations involved in processing a client
request for the web page. Figure 10 shows the overall timeline for plan B running on platform configuration 10, and
breaks down portions of this timeline into individual operations performed by the CANS execution environment and
the components themselves for processing a single text and image packet. The original client request results in the
downloading of the text portion of the page, and is followed by requests for each of the six contained images. A text
request is received by the edge seryér, which forwards it to the web server and waits for the latter to respond.
Text responses comprise several packets, each of which passes throlgmthkiplexerand Zip drivers on the edge
server, and the Unzip ardultiplexerdrivers on the client before being delivered to the browser application. Similarly
a response to an image request comprise multiple packets, each of which flow throlgimthkiplexer ImageFilter,
andimageResizedrivers on the edge server and teltiplexeron the client before being delivered to the application.

The timeline shows that for this application, CANS overheads are negligible and dominated by the round-trip be-
tween the edge server and the web server (0.2 seconds on the text path and 0.16 seconds on the image path). Even if this
were not the case, CANS overheads (shown hatched in the figure) for retrieving data from the network and supplying
it to each driver in turn are small for all but very fine-grained componentd#maultiplexerandMultiplexer). For the
components used in this study, CANS incurs an average cost of abesi{p2b driver invocation, and we expect these
overheads to improve significantly as the system is tuned for performance.

6.3 Performance of Data Path Reconfiguration

To evaluate the effectiveness of our path reconfiguration approach, we ran the image streaming application under dynam-
ically changing network conditions, letting the CANS infrastructure automatically generate and reconfigure its access
path. For this application, the three levels of reconfiguration semantics correspond to no guarantees about continu-
ity (Level 1), the guarantee that the application only sees complete images (Level 2), and that the application sees no
semantic information loss (Level 3). The base network configuration corresponds to Platform 7 in Table 2, with two
changes introduced 25 seconds and 50 seconds into the experiment. The first change degraded the bandwidth between
the client and the access poift) to 440 Kbps from the original 1 Mbps. The second change modeled the transition of

the network from (secure) wired connectivity to (insecure) wireless connectivity as in the example scenario described in
Section 2.3. Since our focus was on measuring the overheads of the reconfiguration procedure, our experiment had an
external procedure generate the necessary events and coordinate with the “sandbox” code to control bandwidth available
to the application.

Figure 11 shows the paths created by the planning procedure in response to the events (top left), and how the recon-
figuration procedure transitions among these paths along the execution timeline (top right). The inidatpathins
only anlmageFiltercomponent running on the proxy server. The first event, triggered when bandwidth drops, results in
the introduction of an additional component, theageResizegion the proxy server (patB). Note that CANS reconfig-
uration is accomplished completely automatically, without any involvement from the application code. Depending on
the semantics that need to be supported, the total time for reconfiguration is either 0.65 seconds (for Levels 1 and 2) or
1.01 seconds (for Level 3). The path again gets reconfigured when the second event is received, corresponding to the
switch between wired and wireless connectivity; the new gattow contain€EncrypterandDecryptercomponents on
the proxy server and client nodes to ensure secure transmission. As before, reconfiguration is achieved automatically,
but incurs slightly larger overheads (0.74 seconds for Levels 1 and 2, and 1.15 seconds for Level 3), because of the
additional work involved in orchestrating reconfiguration activities across multiple nodes.

To better understand the contributing factors, we broke down the 1.01 seconds required for Level 3 reconfiguration
into four stages (bottom part of Figure 11): (1) construction of a new plan and computing the delta from the current
plan; (2) send command to the upstream and downstream points to start buffering and monitoring; (3) waiting for the
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Figure 11: Path reconfiguration in the image streaming application. All times are in seconds.

reconfiguration condition(eg. next complete semantic segment arrival) to become true; and (4) the two-phase procedure
to install the new path and resume data transmission. Note that stage 3 is the time spent waiting for the server to send out
the next semantic segment, thus should not be counted as the overhead of reconfiguration. This stage can be bypassed
for a given reconfiguration semantics level, if it is possible to infer that the reconfiguration condition is immediately
satisfied (for this application, stage 3 can be bypassed for both Level 1 and Level 2). The cost breakdown shows that
the dominant contributors are plan creation (0.46 seconds) and waiting for the next semantic segment to arrive (0.35
seconds), with reconfiguration protocol steps (gray blocks) incurring very small overhead (0.18 seconds). It should also
be noted that although the total reconfiguration time is around 1 second, data keeps flowing downstream during the
first 3 stages of reconfiguration. For the first reconfiguration instance, data transmission need only be frozen for 0.18
seconds (4th stage). Even this time can be hidden from the client application employing client-side components such as
thepadderin Section 2.3.

7 Related Work and Discussion

7.1 Related Infrastructure

The research described in this paper is very closely related to several recently proposed infrastructures that aim to
augment the traditional notion of a network path with injected application-specific components. The application-specific
functionality can be introduced only at the end-points or could be distributed on intermediate nodes. Odyssey [21],
Rover [14] and InfoPyramid [18] are examples of systems that support end point adaptation. Each system provides
only minimal support for composing adaptation activities across multiple nodes, and consequently may not be flexible
enough to cope with changes in intermediate links.

The cluster-based proxies in BARWAN/Daedalus [5], TACC [6], MultiSpace [8], ICAP [9] and OPES [12] are
examples of systems where application-transparent adaptation happens in intermediate nodes (typically a small number)
in the network. Active Services [1] extends these systems to a distributed setting by permitting a client application
to explicitly start one or more services on its behalf that can transform the data it receives from an end service. A
different perspective is offered by systems such as Conductor [28], which automatically deploy multiple application-
transparent adaptors along the data path between applications and end services. Although such systems retain backward
compatibility with existing applications, the lack of application input limits their flexibility. Furthermore, such systems
rely upon self-describing properties of data streams, a condition that may or may not hold given increasingly proprietary
content.
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7.2 Path Creation Strategy

The Ninja project’s Automatic Path Creation (APC) service [7] can be used to create paths between various end devices
and services. Both APC and our approach formulate the component selection problem in terms of type compatibility,
however, there are significant differences. At a high level, unlike the performance-oriented focus of our work, APC is a
function-oriented method, which ignores network link properties and node and link resource constraints. A consequence
of this difference is that a shortest-path approach to planning suffices for Ninja (with the restriction that a data type can
appear only once along a path), while we need a more sophisticated dynamic programming-based approach. Other
differences include our support for path reconfiguration and a more general notion of data, stream, and augmented
types, which were motivated by a desire to model link characteristics in a unified fashion and contrast with Ninja’s
notion of a relatively simple string type.

Kiciman and Fox [15] have proposed a general path infrastructure framework for composing mediators distributed
across a network of machines. This infrastructure builds upon Ninja’s APC service and suffers from the same limitations.
Furthermore, this approach separates out logical path creation (choice of components) from the mapping of components
to physical resources. As we have shown in Section 6, such decoupling can produce suboptimal solutions because of
poor or redundant component placement.

Recent work in the Scout project [19] has looked at a template based path construction algorithm for delivering
media objects that takes into consideration the latter's resource requirements, user preferences, node capabilities, and
programmer-provided path rules. This work shares its performance focus with ours, however, the primary difference
arises from the fact that unlike our high-level type-driven approach, here a programmer must a priori construct path
templates and store them into a central database. The Scout algorithm takes a lower-level approach, simply choosing
an appropriate template and instantiating it based on other programmer-provided rules that decide whether or not a
component can be created on a resource. We avoid this last problem because of the application-level nature of our
components, which rely on a relatively standard execution environment interface (the Java virtual machine in our case).
On the flip side, the Scout approach does a better job of modeling low-level resource properties such as the availability
of a specific kind of video hardware or NIC.

The Panda project [23] also proposes a planning scheme for optimally placing network-level components to modify
an application’s data stream in response to unfavorable network conditions. While two schemes are discussed, one based
upon selection from a reusable plan set and the other based on exhaustive constraint space-based search, to the best of
our knowledge these schemes have not yet been implemented or evaluated with real applications.

7.3 Standardization Efforts

Our work is also complementary to emerging standards for efficient content delivery. The CC/PP (Composite Capa-
bilities/Preference Profiles) protocol from the World Wide Web Consortium (W3C) [27], and the UserAgent protocol
from the Wireless Application Protocol (WAP) forum [26] focus on small devices with different user preferences and
aims to automate the process of setting up the delivery. The Open Pluggable Edge Services architecture (OPES) [12]
and Internet Content Adaptation Protocol(ICAP) [9] aims to define the protocols for a broad set of services which can
cooperate with each other to achieve the efficient delivery of complex content over the Internet.

To the best of our knowledge, the approach described in this paper is one of the first schemes to not only consider
the functionality of the data path, but also takes both network link properties and node resource constraints into account.
Our work is also one of the first to perform a detailed evaluation of the overhead of path creation, and reconfigura-
tion, and measure the performance of the deployed paths. While we expect the performance to improve as the CANS
implementation is further tuned, the numbers in this paper provide a concrete baseline for the potential of automatic
approaches for constructing network-aware access paths.

We should also note that the limitations of our approach described here. First there is one limitation for CANS data
paths. In CANS what a component in data path can do basically is to transform the format of the data while keeping
the original semantic information (we are in the same belief as other researchers that it is hard to capture semantics
with type mechanism). Also we have not addressed the security issues in mobile code execution in this paper. Lastly
the efficiency of our planning algorithm is dependent on the resource monitoring entity which provides the dynamical
information for network resources, which currently is an external part of CANS framework. We are currently exploring
these issues and will cover them in our future work.
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8 Conclusions and Future Work

This paper has presented an automatic approach for the dynamic deployment of intermediary components along client-
server paths, which can be efficiently reconfigured at run time, to enable ubiquitous, network-aware access to internet
services. This approach leverages a type-compatibility formulation of the problem, which takes as input only high
level specifications of component behavior and network route characteristics. Novel to this formulation is the fact that
constraints due to node and network link characteristics are naturally integrated into the type model simply by modeling
the latter as entities that transform the type of data passing across them. This formulation lends itself to a dynamic
programming based polynomial-time algorithm, which simultaneously selects and maps appropriate components to
optimize a global metric such as client throughput or response time. This algorithm is complemented by an efficient
semantics-preserving data path reconfiguration strategy. Experiments with the planning algorithm and reconfiguration in
the contexts of a web access scenario and an image streaming application using the CANS infrastructure under various
network and end device characteristics have verified that automatic path creation and reconfiguration is both feasible and
can yield substantial performance benefits. Thus, in contrast to current-day static access paths to internet services, our
work argues for a flexible approach where paths leading to these services are automatically and dynamically composed
to satisfy user preferences and network resource constraints.

CANS is one component of a larger project, Computing Communities, which focuses on distribution middleware
for legacy applications. Our future work involves generalizing the CANS planning algorithms to handle multiple si-
multaneous data paths, the strategy to support efficient reconfiguration for multi-ported components, efficient resource
monitoring across networks and integrating CANS with related efforts emphasizing resource management and security
issues.
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