Abstract—We have witnessed the broad adoption of Deep Neural Networks (DNNs) in autonomous vehicles (AV). As a safety-critical system, deadline-based scheduling is used to guarantee the predictability of the AV system. However, non-negligible time variations exist for most DNN models in an AV system, even when the whole system is just running one model. The fact that multiple DNNs are running on the same platform makes the time variations issue even more severe. However, none of the existing works have thoroughly studied the root cause of the time variation issue. In the first part of the paper, we conducted a comprehensive empirical study. We found that the inference time variations for a single DNN model are mainly caused by the DNN’s multi-stage/multi-branch structure, which has a dynamic number of proposals or raw points. In addition, we found that the uncoordinated contention and cooperation are the roots of the time variations for multi-tenant DNNs inference.

Second, based on these insights, we proposed the *Prophet* system that addresses the time variations in the AV perception system in two steps. The first step is to predict the time variations based on the intermediate results like proposals and raw points. The second step is coordinating the multi-tenant DNNs to ensure the execution progress is close to each other. From the evaluation results on the KITTI dataset, the time prediction of a single model all achieve higher than 91% accuracy for Faster R-CNN, LaneNet, and PINet. Besides, the perception fusion delay is bounded to 150ms, and the fusion drop ratio is reduced from 5.4% to less than 1 percent.
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I. INTRODUCTION

Owing to their high safety and efficiency, autonomous vehicles (AV) have attracted colossal investment and studies from industrial and academic communities [1]. Since the primary goal is to understand the driving environment and drive the vehicle safely, building a reliable and efficient computing stack becomes one of the fundamental challenges for autonomous driving [2]. Given the considerable success in many scenarios, Deep Neural Networks (DNNs) are widely deployed in the autonomous driving system for sensing and perception [3]. Typical examples include YOLOv3, SSD, and Faster R-CNN for object detection [4]–[6]; Deeplabv3 for image semantic segmentation [7], [8]; LaneNet and PINet for lane detection [9], [10]. There are two main reasons for the success of DNNs in autonomous driving systems. The first is the higher accuracy compared with traditional computer vision-based approaches [3]. The other is that DNNs can process raw data, making it suitable for autonomous driving vehicles since it generates terabytes of raw sensor data daily [11]. As a safety-critical system, autonomous driving sets high requirements in accuracy and latency [1]. The high accuracy of DNN-based algorithms promotes the development of autonomous vehicles. However, satisfying the real-time requirements of the sensing, perception, and planning tasks are still significant challenges. As DNN models are widely deployed in perception applications, guaranteeing the real-time execution of the DNN inference becomes the key to satisfying the real-time requirements of autonomous driving [3]. According to [12], when the vehicle drives at 40 km per hour in urban areas, autonomous functions should be effective every 1 meter with the task execution time less than 100ms.

Current AV systems rely on deadline-based scheduling to guarantee predictability, where the deadline is mostly set as the worst-case observed time. However, although the trained model has a fixed structure and weights, non-negligible time variations exist for most DNN models in AV systems, even in silo mode (the whole system is just running one DNN model) [13]–[15]. These inference time variations bring a big challenge for setting deadlines since enormous resources could be wasted if the scheduler manages resources based on the worst-case observed inference time. Prior work observed the time variations for DNN inference in mobile devices and found that inference time follows an approximately Gaussian distribution [13]. Another work on the anytime DNN system also observed the time variations issue and provided a Kalman Filter-based estimation for latency distribution [14]. $D^3$ is a work that addresses the time variations in AV systems with dynamic deadlines rather than static deadlines [16]. However, none of the existing approaches could handle huge time variations since they do not consider the roots causing DNN inference time variations. In addition to the time variations in silo mode, a real AV system usually consists of hundreds of tasks simultaneously (multi-tenant mode). Multi-tenant DNNs on the same platform compete for resources like GPU, memory, etc., making the time variations issue even more severe. However, none of the existing works have addressed this issue before.

Based on the comprehensive study in this paper, we derive two important insights. In silo mode, the time variations of DNN inference have strong relationships with the DNN’s structure and the runtime configurations. If we can narrow...
the inference time variations to a small range, the resource scheduling will be more efficient. From an empirical study on real AV perception systems, we found that the model structure mainly causes the inference time variations in the object and lane detection models. The multi-stage/multi-branch structure generates a dynamic number of object proposals/raw points, which causes the variances of DNN inference time [6], [9], [10], [17]. For multi-tenant DNN inference, we found that these tasks are competing for resources and collaborating with each other since the results of these DNN tasks need to be merged for the following planning and control modules [1]. This characteristic makes the multi-tenant DNNs inference show even higher time variations than the silo mode. In multi-tenant mode, proper task coordination to manage the contention and cooperation between multi-tenant DNNs is the key to addressing the time variations issue. Besides, understanding the DNN model’s inference time variations brings some guidance for the multi-tenant DNN coordination.

In this paper, driven by the two insights from the empirical study, we propose Prophet solve the time variations issue in the AV perception system in two steps. The first step is to predict the time variations based on the intermediate results like proposals and raw points. The second step is coordinating the multi-tenant DNNs inference to ensure the inference progress is close to each other. Prophet realizes a predictable perception pipeline for the AV system in both silo mode and multi-tenant mode. The Prophet comprises four main modules: the profiler, the time predictor, the timeline analyzer, and the coordinator. First, the profiler collects real-time process status messages from all running tasks. Next, the time predictor predicts the time needed for the following stage of the current frame based on intermediate results like the number of proposals and raw points. Next, the timeline analyzer generates a delay map based on the time prediction results and the inference progress from all the tasks. Finally, the coordinator leverages the time prediction results and early exits the inference if it is predicted to miss the deadline. Besides, the coordinator uses the delay map to adjust the inference progress by asking some tasks to yield while others skip frames to achieve fairness among multi-tenant tasks. We implement Prophet on a GPU workstation and use deadline-based coordination as the baseline. From the experiment results on the KITTI dataset, the time prediction of DNN models achieves higher than 91% accuracy. For the multi-tenant DNNs scenario, the Prophet makes the fusion delay time bounded by 150ms, reducing the fusion drop ratio to less than 1 percent. The AV perception system becomes safer and more predictable with Prophet.

In summary, this paper makes the following contributions:

- We get two insights from an empirical study on the roots causing inference time variations for a single DNN and multi-tenant DNN models.
- We propose Prophet, which solves the time variations in a predictable AV perception pipeline in two steps: predict the time variations based on the intermediates results like proposals and raw points, and coordinate the multi-tenant DNNs to ensure the inference progress is close to each other.
- We implement Prophet in a ROS-based system and evaluate it with the KITTI dataset. The time prediction of a single model all achieves higher than 91% accuracy for Faster R-CNN, LaneNet, and PINet. The fusion delay time is bounded to 150ms, and the fusion drop ratio is reduced from 5.4% to less than 1 percent.

The rest of the paper is organized as follows. Section II and Section III presents the background and motivation of this work. Section IV discusses the insights from empirical study. Section V presents the proposed Prophet. Section VI presents the implementation of the Prophet, while Section VII presents the evaluation. Section IX describes the related work. Section X concludes the paper.

II. BACKGROUND

Autonomous vehicles (AV) are equipped with a variety of sensors to capture and understand the surrounding environment of the vehicles [3], [18]. A typical driving system is based on a modular design, which consists of sensing, perception, planning, and control [2], [12], [19]. Figure 1 shows a generalized pipeline for modular-based autonomous driving.

A sensing node publishes the captured sensor data to all the perception nodes for localization (step 1a), object detection (step 1b), lane detection (step 1c), and segmentation (1d). Next, the perception results are submitted to a sensor fusion node (step 2), which combines the information of the vehicle’s location, object, lanes, and open spaces. The location is also published to the global planning node to calculate a navigation route to the destination. The navigation route (step 4) and sensor fusion results (step 5) are both published to the local planning stage, which constructs a local driving space cost map and generates vehicle trajectories and publishes it to the vehicle’s drive-by-wire system (step 6). Finally, the drive-by-wire system will send control messages to ECUs through the Controller Area Network (CAN bus) to make the vehicle drive.

III. MOTIVATION

To guarantee the vehicle’s safety, the end-to-end pipeline (from sensing to control) requires both functional and tem-
poral correctness. The operations must be performed in real-time. With the huge development in Deep Neural Networks (DNN) and hardware accelerators like Graphics Processing Unit (GPU), these requirements are satisfied in most cases [2], [3]. However, the execution time variability of DNN tasks in perception brings a huge challenge for making the end-to-end system real-time [13], [14], [20]. Figure 2 shows the DNN inference time variability in silo mode, where only one task runs on the platform. We choose state-of-the-art models for object detection (Faster R-CNN [6], Mask R-CNN [17], SSD [5], RetinaNet [21], and YOLOv3 [4]), lane detection (LaneNet [9], PInet [10], RESA [22], and SCNN [23]), and segmentation (UNet [24], Deeplabv3 [8], [25], FCN [26], and LRASPP [27]). Faster R-CNN and Mask R-CNN have more outliers and a wider range than SSD, RetinaNet, and YOLOv3. Two lane detection models (LaneNet, PInet) show huge inference time variations. Two segmentation models also show non-negligible inference time variations.

Since non-negligible inference time variations exist in silo mode, when multiple DNNs run simultaneously on the same platform, the predictability of the perception pipeline becomes even more challenging. Therefore, this paper will focus on realizing a predictable AV perception pipeline.

IV. KEY INSIGHTS FROM EMPIRICAL STUDY

DNN inference time variations bring a significant challenge to achieving the predictability of the AV’s perception system. In this section, we present in-depth profiling and analysis for DNN inference time variations and coordination of multi-tenant DNNs. Two insights are summarized for the design of a predictable AV perception pipeline.

A. Inference Time Variations for DNN Tasks

The root cause of inference time variations for object and lane detection models is the design of the DNN model. Generalized object and lane detection pipelines are shown in Figure 3. Generally, the detection pipeline starts with the sensor data access and pre-processing of the raw data. For image-based object and lane detection, the pre-processing contains resize and transform operations pre-defined by the model training process. The output of pre-processed sensor data will be fed into the inference engine for feature extraction and post-processing for final detection results. With the breakdown of inference latency, we found that majority of time variations are on post-processing.

**Object Detection:** For object detection algorithms, the backbone like ResNet [28] or VGG [29] extracts features from the pre-processed image data and creates feature maps. For one-stage models, the feature maps will be used to generate a static number of anchors or default boxes [4], [5]. For two-stage models, the first stage goes through the Region Proposal Network (RPN), which creates region proposals based on a softmax layer to classify anchors as objects or backgrounds and uses bounding box regression to fix the proposals [6]. The second stage starts with Region of Interest (RoI) pooling which collects features maps and region proposals to extract proposal feature maps. Then the proposals are sent to the classifier, which has fully connected layers to get the proposal’s object class and fixed bounding box. Post-processing operations include bounding box filter and transformation to the original image.

Therefore, we can find the difference in network design: two-stage models generate a dynamic number of proposals in the first stage. The dynamic number of proposals gives two-stage models more time variations in post-processing. In contrast, one-stage models generate a static number of anchors/default boxes for detection.

**Lane Detection:** The network in lane detection models starts...
with feature extraction, which contains an encoder-decoder structure like the hourglass block to create feature maps. For models like RESA and SCNN, the output of the multilayer encoder-decoder is directly the lanes. Two segmentation branches are leveraged for models like LaneNet and PINet to get the pixel-wise lane proposals. Binary segmentation outputs the pixels belonging to lanes, while the instance segmentation branch outputs which lane each pixel belongs to. Raw lane points are generated by combining the results from these two branches. Post-processing contains the clustering of raw lane points and lane fitting results.

Lane detection models show similar relationships between the structure and the inference time variations. From the inference latency in Figure 3(b), LaneNet and PINet are based on two branches to generate binary and instance-level pixel proposals. The generated raw points (pixel proposals) are a dynamic value, contributing to the time variations in post-processing.

To validate our object/lane detection model structure analysis, we collected the intermediate results, including proposals and raw points from Faster R-CNN, LaneNet, and PINet. We include the second stage (RoI pooling and classifier) into the post-processing for Faster R-CNN. From Figure 4, we found that the number of proposals/pixels and post-processing time is highly correlated. Since the post-processing mainly causes the inference time variations, we can conclude that the dynamic number of object proposals and raw points caused the inference time variations for two-stage/two-branch-based object/lane detection.

B. Uncoordinated Execution of Multi-Tenant DNN Tasks

Since AV is composed of hundreds of tasks in several modules, the impact of a single model’s time variations could be even worse when multiple models run simultaneously. From Figure 1, the perception module comprises four tasks: localization, object detection, lane detection, and segmentation. Figure 7 shows a simplified timeline of multi-tenant DNN inference generated based on the traces collected by nvprof from multiple processes [30].

Four tasks are considered for perception: ORB-SLAM2 [31] for monocular camera-based localization, executed on CPU; Faster R-CNN, LaneNet, and Deeplabv3 are executed with the same GPU device. All the tasks are assigned with the same priority for CPU and GPU resources. The results for the latency of all four tasks under multi-tenant mode are shown in Figure 5. ORB-SLAM2 shows the lowest time variations, while all three DNN tasks show drastic variations. Compared with Figure 2, which runs in silo mode, we found that all three DNN models show much higher inference time variations, mainly caused by the competition of CPU and GPU resources. As a result, driven by the wooden barrel effect, the capacity of a barrel is determined not by the longest wooden bars, but by the shortest. The fusion task is expected to show higher time variations than any individual task. Figure 6 shows the results for sensor fusion delay, which is the time interval between the current and former sensor fusion message. Although the inference time of each task is mostly less than 200ms, the fusion delay is larger than 250ms for most of the time, with the highest fusion delay larger than 800ms, which is unacceptable for safety-critical applications like autonomous vehicles.
shows a timeline analysis of multi-tenant tasks. Although images are published from the camera with a static frame per second (FPS), each task subscribes to the communication bus separately, making some nodes run faster than others. Since ORB-SLAM2 is not competing for GPU resources with other tasks and its execution latency is less than the communication delay, it processes all the images published by the sensor. The number in each time frame represents the image’s sequence number. Owing to the contention for GPU resources, Deeplabv3’s inference on the $n^{th}$ frame is much slower than other tasks, so it missed the $(n + 1)^{th}$ frame and the $(n + 3)^{th}$ frame. Similarly, Faster R-CNN has a longer inference time on the $(n + 1)^{th}$ frame, so it missed the $(n + 2)^{th}$ frame and the $(n + 3)^{th}$ frame. As a result of the interference, sensor fusion happens only on the $n^{th}$ and the $(n + 4)^{th}$ frame. Suppose the scheduler or controller knows each task’s execution speed. It could coordinate the execution to ensure all tasks are running at a similar speed.

Furthermore, the current GPU runtime library CUDA is not open-sourced, and the execution on GPU is not preemptable, which makes it waste lots of GPU resources for some tasks because they miss the deadline [32]. Since the single model’s inference variation is determined by the number of proposal/ raw points, the coordinate could terminate some tasks early if the prediction latency is longer than the deadline, yielding CPU/GPU resources to other slower tasks.

**Insight 2:** Uncoordinated execution of multi-tenant DNN tasks causes huge time variations for sensor fusion, and it also wastes lots of GPU resources since the GPU stream is non-preemptable. The coordinator could terminate some tasks early based on the predicted time variations to make it yield resources for other tasks.

V. **PROPHET DESIGN**

The time variations in DNN inference bring an essential challenge for building a predictable AV perception pipeline. This section presents the **Prophet** system, which contains a proposal-based inference time modeling to predict time variations for a single task and a coordinator to reduce the time variations when multiple tasks run simultaneously. 

**A. Prophet Overview**

Based on two insights from an empirical study, **Prophet** is designed to build a predictable AV perception pipeline in two steps. The first step is to predict the inference time of a single DNN based on Insight 1, and the second is to coordinate the execution of multi-tenant tasks based on their inference progress. As is shown in Figure 8, sensor data is fed into $N$ number of perception tasks, and then the fusion task combines all the results for the planning module.

The **Profiler** is designed to monitor the real-time execution of every task in perception and fusion. process_status is published by the tasks after inference on each frame, and it consists of information like process ID, scheduling policy, priority, image sequence number, proposals (for object detection)/raw points (for lane detection), object/lane probabilities, and the execution time of the current frame. Next, the proposal and execution time will be combined and sent to the time predictor to predict the inference time. As a result, all tasks have a predicted response time for the current frame. Together with the image sequence number, this delay prediction is sent to the timeline analyzer to coordinate multi-task execution. If the response time for the current frame is larger than the task’s deadline, the post-processing would be skipped. Besides, the timeline analyzer constructs a delay_map based on each task’s image sequence number and the sensor driver’s newest image sequence number. The delay_map represents the progress of each task, which is used to calculate how many frames to skip for each task. Besides, the delay_map also determines whether a task should yield GPU resources to other tasks and whether the sensor driver should reduce the publishing frequency.

**B. Proposal-based Inference Time Modeling**

**Profiler.** Monitoring the execution status and intermediate results from all the tasks is the key to inference time modeling. The profiler is designed to collect and analyze process_status, which contains all the information, including the image timestamp, app name, process ID, scheduling policy, priority, image sequence number, etc. Figure 9
shows an example of the process_status message. The runtime means the execution time for the current frame. For object detection, the proposals represent the number of object proposals from the first stage. For lane detection, the proposals represent the number of raw points generated for clustering. The object represents the number of detected objects in the current frame with probabilities higher than a threshold (0.5 for Faster R-CNN), and the probability contains all the probabilities for detection. The object and probability are filled with several detected lanes/segments and their probabilities for lane detection and segmentation.

<table>
<thead>
<tr>
<th>stamp usecs: 1645386023</th>
<th>stamp nsecs: 1939958</th>
</tr>
</thead>
<tbody>
<tr>
<td>pid: 6355</td>
<td></td>
</tr>
<tr>
<td>scheduling policy: &quot;SCHED_OTHER&quot;</td>
<td></td>
</tr>
<tr>
<td>priority: 0</td>
<td></td>
</tr>
<tr>
<td>image_seq: 186</td>
<td></td>
</tr>
<tr>
<td>runtime: 0.0346</td>
<td></td>
</tr>
<tr>
<td>proposals: 172</td>
<td></td>
</tr>
<tr>
<td>objects: 7</td>
<td></td>
</tr>
<tr>
<td>probability: [0.9986, 0.9985, 0.9984, 0.9965, 0.9953, 0.9163, 0.7939, 0.2788, 0.1954, 0.1857, 0.0886]</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9. An example of the process_status message for Faster R-CNN.

**Time Predictor.** For each perception task, the time predictor consists of two parts: static time modeling for prediction of time variations brought by a different number of object/lane proposals and dynamic time modeling for prediction of time variations caused by the devices’ runtime conditions (temperatures, etc.) [14]. Based on the observations in Section IV, we know that the DNN inference time for one-stage object detection, one-branch lane detection, and segmentation models are within a limited range. The real challenge is the time prediction of two-stage object detection and two-branch lane detection models, which show huge inference time variations caused by post-processing. In contrast, time variations of the other processes are negligible. Besides, since the operations in post-processing are closely related to the intermediate results in inference, finding the mathematical relationship between post-processing and inference becomes the key to predicting model DNN inference time.

**Static time modeling.** The static time modeling is based on collected logs to find the distribution and relationship for each component within the DNN inference. To begin with, we collected logs of DNN models with fine-grained breakdowns, and some intermediate inference results, including the proposal. Typically, the inference time can be divided into four parts: reading, pre-processing, inference, and post-processing. As is shown in Equation 1 and Equation 2, subscripts represent the breakdown of each part: read for reading, pre for pre-processing, infer for inference, and post for post-processing. We use $t^{(0)}$ to represent the total inference time and $t^{(0)}_{post}$ to represent the remaining time (total time without post-processing) for collected logs. To distinguish the collected logs and current measurement, superscript $(0)$ represents the collected logs (history) while superscript $(n)$ represents the current measurement.

$$t^{(0)} = t_{read}^{(0)} + t_{pre}^{(0)} + t_{infer}^{(0)} + t_{post}^{(0)}$$  \hspace{1cm} (1)$$

$$t_{r}^{(0)} = t_{read}^{(0)} + t_{pre}^{(0)} + t_{infer}^{(0)}$$ \hspace{1cm} (2)

Based on the time profiling, the time variations in reading, pre-processing, and inference are limited to a small range. Therefore, we use the average value from collected logs for prediction of the current remaining time $t^{(n)}_r$. As shown in Figure 4, the post-processing time correlates with the number of proposals. For object detection, we leverage the number of proposals from the RPN to predict the post-processing time. We found a linear relationship between the number of proposals and post-processing time for object detection based on the correlation analysis and code computation complexity analysis. The prediction of the current post-processing time $t^{(n)}_{post,OD}$ is shown in Equation 3, where $\alpha_1$ and $\alpha_0$ are coefficients learned from logs. $\beta^{(n)}_n$ is the current number of proposals. $\lambda$ is the calibration factor for dynamic time profiling. Similarly, in lane detection, the raw points generated from two segmentation branches can be seen as lane point proposals, which can be leveraged to predict the follow-up post-processing time that contains huge time variations. Since the clustering process requires calculating all the neighbors of the pixels, the relationship is expected to be polynomial rather than linear. By analysis of the code time complexity and testing different orders of polynomial regression of the lane points with post-processing time, we found a second-order polynomial relationship between lane points and clustering time. The prediction of the current post-processing time $t^{(n)}_{post,LD}$ is shown in Equation 4, where $\beta_2$, $\beta_1$, and $\beta_0$ are also coefficients learned from logs. $\lambda$ is the current number of lane points.

$$t^{(n)}_{post,OD} = (\alpha_1 p^{(n)} + \alpha_0) \lambda$$ \hspace{1cm} (3)

$$t^{(n)}_{post,LD} = \left[\beta_2 (t^{(n)})^2 + \beta_1 t^{(n)} + \beta_0\right] \lambda$$ \hspace{1cm} (4)

**Dynamic time modeling.** In addition to static time modeling, we introduce a calibration factor $\lambda$ which reflects the dynamic time modeling caused by the devices’ runtime conditions (temperatures, etc.) [14]. The calibration factor reflects the relative execution time performance compared with when logs are collected. Equation 5 shows the calculation of $\lambda$, using the average current remaining time $\bar{t}^{(n)}_r$ divided by the average remaining time in collected logs $\bar{t}^{(0)}_r$. With the adjustment of prediction time from the static time modeling, the final prediction for DNN inference time is generated.

$$\lambda = \frac{\bar{t}^{(n)}_r}{\bar{t}^{(0)}_r}$$ \hspace{1cm} (5)
With the calculation of the remaining time \( t_{r}(0) \), the post-processing time \( t_{post} \), and calibration factor \( \lambda \), we can predict the current inference time as shown in Equation 6 and Equation 7. Since all the regression coefficients are trained from collected logs, we first add the average history remaining time \( \bar{t}(t_{OD}) \) and \( \bar{t}(t_{LD}) \) with the predicted post-processing time \( \alpha_1p(n) + \alpha_0 \lambda \) and \( \beta_2 [\bar{f}(n)]^2 + \beta_1 \bar{f}(n) + \beta_0 \). Then we multiply it with the calibration factor \( \lambda \).

\[
\begin{align*}
    t_{OD}^{(n)} &= \bar{t}(t_{OD}) + \alpha_1p(n) + \alpha_0 \lambda \\
    t_{LD}^{(n)} &= \left\{ \bar{t}(t_{LD}) + \beta_2 [\bar{f}(n)]^2 + \beta_1 \bar{f}(n) + \beta_0 \right\} \lambda
\end{align*}
\]

C. Multi-Tenant DNN Execution Coordination

With the inference time prediction of each perception task, coordinating their executions to guarantee real-time is the second step. To begin with, all prediction results and execution progress will be sent to the timeline analyzer, which constructs a delay map and sends it to the coordinator. The coordinator will generate task/system management policies based on the delay map to achieve real-time and fairness.

Timeline Analyzer. With the process_status message sent from each task, the timeline analyzer can create a global delay_map to represent the execution progress of each task compared with the sensor data publisher. Since inference time variations exist for most DNN models, the processing image sequence number varies significantly among them. We can calculate the delay based on the delta of current publishing and processing image sequence numbers for each task. The delay_map is constructed by combining all the delay values, and it updates every time a new image is published or image processing is finished by one task. Figure 10 shows an example of the update of delay_map over time. The number in the table represents the image sequence number for publishing or processing. Since the execution time of ORB-SLAM2 is less than the publishing delay, it can process all the images.

| Publisher | 59 | 60 | 61 | 62 | 63 | 64 | 65 | ...
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ORB-SLAM2</td>
<td></td>
<td>60</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Deeplabv3</td>
<td></td>
<td>59</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td></td>
<td>58</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LaneNet</td>
<td></td>
<td>60</td>
<td>61</td>
<td>62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Delay Map**

<table>
<thead>
<tr>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 10. An example of the update of delay_map over time.

From the example in Figure 10, we can observe that the delay value for ORB-SLAM2 is always 0 while the delay for all three DNN tasks is increasing, whereas Faster R-CNN shows the slowest progress with a delay value of 6. When the delay value is larger than the predefined threshold, the task will start to capture the newest frame from the communication bus and reset the delay value as 0. The threshold is set based on each task’s deadline and average execution time. For example, if the deadline of Faster R-CNN is 100ms while the average execution time is 30ms, then the delay threshold for Faster R-CNN would be set as 3. In general, the delay_map provides a general solution for managing deadline misses. It also allows the coordinator to adjust data/system/model configurations to reduce time variations.

Coordinator. As the last step of Prophet, the coordinator is designed to generate management policies to improve the predictability of the perception system. Therefore, there are two primary goals for coordination. The first is to decrease the delay value for each task to keep pace with the publisher. The second is to average the execution of multiple tasks to avoid cases like some tasks running too fast or others running too slow.

We introduce an early_exit policy based on the inference time prediction to achieve the first goal. In general, it means skipping the processing of the second stage and post-processing for object detection and clustering and post-processing for lane detection if the response time has already been longer than the deadline. Unlike the traditional approach with static deadlines, it only drops the execution until it misses the deadline. The Prophet drops the execution in the middle of the pipeline based on the observation of DNN inference time variations. Figure 11 illustrates the benefit of the early-exit policy over the deadline-based policy. Suppose there are three tasks to process the same image. The execution of a typical publisher-subscriber system is a callback function on coming frames. All three tasks start to process the nth frame, and the deadline is \( d^n \). After finishing the first stage/part, the intermediate results can predict the execution time for the second stage, which means knowing whether continuing the execution would miss the deadline. Here we assume task 1 and task 2 are predicted to miss the deadline while task 3 is not. Then tasks 1 and 2 would early exit the execution to save time for the next frame, while task 3 would continue to execute. Since it is possible to wait for the coming of the \((n+1)^{th}\) frame, we assume task 2 is waiting for a while and then launch the callback on the \((n+1)^{th}\) frame, while task 1 is not waiting. Compared with the deadline-based policy, we can see the early_exit policy helps to save computation for the second stage, which makes it save time for each task.

For the second goal, the coordinator addresses the case of "running too fast" and "running too slow" separately. For the "running too fast" case, the delay value for one task would be close to zero while other tasks are much higher than zero. The coordinator would apply a yield policy to ask it to yield CPU and GPU resources to other tasks by skipping the processing of frames. For the "running too slow" case, the coordinator would apply a skip_frame policy to ask the task to skip the execution of several frames. Finally, if all the tasks are running much slower than the publisher, the coordinator would apply an fps policy on the publisher to decrease the publishing frequency.
In general, the coordinator is a referee for managing the execution progress of multiple tasks. With the four policies (early_exit, yield, skip_frame, fps), the coordinator guarantees the real-time execution and the fairness of multiple task execution.

VI. SYSTEM IMPLEMENTATION

Autonomous driving vehicles have various applications for sensing, perception, and decision. The system performance is expected to rely on the coordination of several modules. To evaluate the performance of Prophet, we integrate its implementation into an AV perception prototype based on ROS in a GPU workstation with Linux RT kernel patched.

A. Overview of the Perception System

Based on the overview autonomous driving system in Figure 1, we develop a ROS framework for the perception system, as shown in Figure 12. Since this paper focuses on the perception latency variations and the planning modules are all rule-based algorithms with stable execution time, the ROS framework does not include that part. The pipeline starts with the /image node, capturing and publishing images from the cameras. Three ROS nodes subscribe /image_raw messages and execute the DNN inference on the images, including object detection, lane detection, and semantic segmentation. Another perception node is responsible for Simultaneous Localization and Mapping (SLAM). After perception, four nodes publish their results, covering the position information, objects, lanes, and semantics. The /fusion node subscribes to these four topics. It synchronizes them to get the sensor fusion results, giving the control module the vehicle’s obstacles and open driving space.

Besides, each perception task and the sensor publisher also publishes its execution information based on the process context and intermediate inference results. The prophet node subscribes to this information and coordinates task execution by updating the policy parameters accessible by all the tasks.

B. ROS Nodes and Topics

A ROS node (i.e., the nodes in the figure) is a process to perform a particular computation, while ROS topics (i.e., the arrows in the figure) are named buses for ROS nodes to exchange messages [33]. In the perception system, we implement seven ROS nodes to access the sensor data and process the data: /image, /object, /slam, /lane /segmentation, /fusion, and /prophet. Publish-subscriber-based message sharing is used to transmit messages between these nodes. In our implementation, the algorithm used for SLAM is ORB-SLAM2, which is a pure camera-based approach to capture key points in pixels, localize the vehicles and generate maps simultaneously [31]. Faster R-CNN and LaneNet are deployed for object and lane detection, while Deeplabv3 is deployed for semantic segmentation [6], [8].

The ROS topics are defined as exchanging messages between ROS nodes. Ten ROS topics are implemented to exchange messages, including images, positions, objects, and customized messages. The summarized descriptions of some ROS topics are reported in Table I. There are two messages based on Image type: header, height, width, encoding, data, etc. The ROS topic’s header contains the sequence ID, timestamp, and frame ID to represent a specific message. Since timestamp and sequence ID are needed for the synchronization, we implement /pose_timestamp based on /pose, which contains the position and orientation data. For object detection, bounding boxes are used to present the detected objects, determined by min and max values of the x and y-axis and the probability and the object class. /bounding_boxes include all the bounding boxes for one image and contain a header inside. The results are shown as different colors inside the image to represent different segments for semantic segmentation. An Image-based topic called /semantic is used to represent the results with the message header. The /lane topic contains the header and curve, composed of pixels described by three float values. The /*_ps contains four topics: /slam_ps, /object_ps, /lane_ps, and /semantic_ps, a customized topic containing a header, process ID, scheduling policy, priority, image_seq, runtime, proposals, and probability.
C. Message Synchronization

Message synchronization becomes one of the biggest challenges for ROS nodes that need to subscribe to multiple ROS topics and process them together. Generally, message synchronization is based on the timestamp and sequence ID.

The /fusion node’s objective is to combine all the perception results of the same image frame. The first thing is to make a unique ID for each image frame. In the beginning, the /image node attaches timestamp information and frame ID to each message it publishes. After DNN inference on the coming image frame for four perception nodes, the timestamp and sequence ID of the coming images will be used as the header’s timestamp and sequence ID of the new message like /pose, /semantic, etc. With unique IDs on each image frame and detection results, the remaining question is how to synchronize them. Our design uses a message filter with Approximate Time Synchronizer to manage the fusion process [34]. The approximate synchronizer sets queue size as 100 and 100ms as the slop, which means the message with a time difference less than 100ms is considered synchronized.

D. Scheduling Policies

Typically, Linux supports four scheduling policies: SCHED-OTHER, SCHED-FIFO, SCHED-RR, and SCHED-DEADLINE [35]. SCHED-OTHER is Linux’s default scheduling policy for supporting user applications and maximizing processors’ utilization. SCHED-FIFO schedules in a first-come-first-serve method, while SCHED-RR schedules in a round-robin way. SCHED-DEADLINE is a CPU scheduler based on the Earliest Deadline First (EDF) [36]. Two DNN models are used to compare the scheduling performance: Faster R-CNN and PiNet. All the tasks’ nice values are default values 0. From the profiling results in Figure 2, we can find that Faster R-CNN has a shorter period than PiNet. Therefore, under SCHED-FIFO and SCHED-RR, we set the priorities for Faster R-CNN and PiNet as 99 and 90, respectively. Faster R-CNN has a higher priority since it has a shorter period. The round-robin interval is the default value of 100ms. The SCHED-DEADLINE policy’s runtime, deadline, and period are equally set based on the image publisher’s FPS. We configure the image publisher at three types of FPS: 10, 20, and 30 to compare the performance of different scheduling policies. Therefore, the runtime/deadline/period for both Faster R-CNN and PiNet are set as 100ms (10FPS), 50ms (20FPS), and 33ms (30FPS), respectively.

Figure 13 shows the CDF of inference latency for Faster R-CNN and PiNet under different scheduling policies and FPS. For Faster R-CNN and PiNet, we can find that the long tail latency exists for all scheduling policies. From the comparison, we can observe that all scheduling policies show similar inference latency among all the testing cases. Besides, we can observe that a large percentile of image frames are missing deadlines but are still processed until the end, reflecting the fact that the Linux scheduler does not fully terminate the tasks when it misses the deadline. Moreover, we have conducted additional experiments to show the performance comparisons of multi-tenant DNNs, which are included in the Appendix of a longer version [37].

In this paper, we implement an application deadline scheduling with an exit policy and use SCHED-OTHER as the Linux scheduling policy. Each perception task is assigned a 100ms deadline [12]. Before entering the callback function, if the delay has already exceeded 100ms, the frame will be skipped. The delay map and delay threshold are used to check the deadline miss. Given the average inference time of Faster R-CNN, LaneNet, and PiNet, the delay thresholds are set as 3, 3, and 2, respectively. The scheduling happens when the callback function returns with a new image frame. Since the image is published periodically, the task model is periodically dispatching jobs.

Fig. 13. The CDF of Faster R-CNN and PiNet execution latency under different scheduling policies and FPS.
VII. PERFORMANCE EVALUATION

A. Experiment Setup

To begin, we present the experimental setup for the implementation of Prophet. We choose a GPU workstation as the computing platform. Besides, we use the KITTI Odometry dataset as the input to the perception pipeline [38]. The image dataset is composed of 4660 image frames. We use a ROS node to publish images at 30 FPS.

**Hardware and software setup.** The Prophet is implemented and evaluated on a GPU workstation. It has 28 Intel® Core™ i9-9940X CPUs with the highest frequency at 3.3GHz. The platform has 4 NVIDIA GeForce RTX 2080 Ti/PCIe/SSE2 GPU cards, providing 304 TOPS in total. Each GPU card has 4352 CUDA cores, supporting 10 Giga Rays/s and 14 Gbps memory speed. The GPU shared memory has 11GB GDDR6 with 352 memory interface width. In addition, the platform has 64 GB DDR4 memory. There are four DDR4-based memory devices, each 16GB with a speed at 2666 MT/s.

The libraries installed for machine learning-related applications include: CUDA Driver 510.47.03, CUDA runtime 11.6, TensorFlow 1.15.2, torch v1.10.1, torchvision v0.11.2, cuDNN 8.3.2, OpenCV 4.2, etc. ROS Melodic is deployed as the communication middleware. Since accuracy is essential for the autonomous driving scenario, all the DNN models are trained and tested with single precision (FP32) [39].

**Metrics.** We measure several metrics, including the perception latency (from image publishing to sensor fusion), processor utilization, memory utilization, etc. We calculate latency’s statistic metrics for specific time analysis, including minimum, maximum, range, average, variance, processed frames, deadline misses, and coefficient of variation. The range $R$ is defined as the difference between maximum and minimum values. The processed frame is the number of frames from sensor fusion. The higher the value is, the safer the vehicle’s planning and control. In addition to the deadline of each task, the sensor fusion also has a deadline. The fusion message that missed the deadline is dropped. The coefficient of variation ($c_v$) is used to evaluate the relative variability, and it is calculated using the standard deviation $\sigma$ divided by the mean value $\mu$. $c_v$ is a positive value. The higher the value is, the higher variations the data has.

Coefficient of Variation:

$$c_v = \frac{\sigma}{\mu} \quad (8)$$

B. Single Model Inference Time Prediction

To evaluate the performance of the proposed DNN inference time model, we collect logs when running models on the KITTI image dataset and train the weights for Faster R-CNN, LaneNet, and PiNet. Figure 14 shows the results for ground truth and predicted latency. We can observe that the prediction line aligns well with the ground truth line over time.

We collect the prediction results and calculate each image’s mean absolute error (MAE) and prediction accuracy. The results are shown in Table II. We can observe that the prediction for Faster R-CNN performs the best, with 98.99 percent accuracy and less than 0.35ms average error. LaneNet and PiNet have accuracy higher than 90 percent, while the average errors are less than 2.4ms. However, the prediction error is still acceptable compared with the DNN time variation range, which is more than 26ms for LaneNet and PiNet.

The high accuracy for time prediction helps the coordinator to exit some tasks early if they are predicted to miss the deadline. The main reason why we have this high prediction accuracy is the observation that the model’s multi-stage/multi-branch design generates a random number of intermediate proposals/raw points, while the following stages are designed to process the proposals/raw points one by one. This strong relationship makes it possible for us to leverage the intermediate results to predict whether the deadline is missed or not.

**Takeaway:** The intermediate results-based time prediction model in Prophet shows high accuracy, making it possible for the system to know if one particular frame will miss the deadline before finishing the execution.

C. Multi-Tenant DNNs Coordination

To show the performance of Prophet in reducing perception time variations for multi-tenant DNN scenario, we present the evaluation in two cases: the one-GPU case where three perception tasks share the same GPU card and; the multi-GPU case where three perception tasks are distributed on three GPU cards.
cards. Four models/algorithms are executed for both cases: Faster R-CNN, PiNet, Deeplabv3, and ORB-SLAM2.

### One-GPU case

When multiple DNN models share the same GPU, the time variation issue becomes more challenging. Not only does the design of two-stage/two-part detection models cause time variations, but the contention of multiple tasks for GPU resources also causes time variation. The profiling of time variations caused by resource contention would be our future work. To simplify the problem, all tasks are given the same priority on CPU scheduling, and their GPU streams are executed without preemption. In the design of Prophet, we leverage the delay map to coordinate multi-tenant task execution to decrease the perception time variations. Figure 15 shows the fusion delay of Prophet and baseline in one GPU card case, and Table III shows the statistical analysis of the fusion delay of the Prophet and baseline in one GPU card case, while Table IV shows the statistical analysis of the fusion delay of the Prophet and baseline in one GPU card case, while Table IV shows the statistical analysis of the fusion delay of the Prophet and baseline in one GPU card case.

#### Table III

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Baseline</th>
<th>Prophet</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN (ms)</td>
<td>19.80</td>
<td>22.93</td>
</tr>
<tr>
<td>MAX (ms)</td>
<td>728.94</td>
<td>583.47</td>
</tr>
<tr>
<td>Range (ms)</td>
<td>709.14</td>
<td>561.54</td>
</tr>
<tr>
<td>Average (ms)</td>
<td>196.88</td>
<td>153.47</td>
</tr>
<tr>
<td>Variance</td>
<td>12227.34</td>
<td>6466.80</td>
</tr>
<tr>
<td>c_v</td>
<td>0.56</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Processed frames: 1008, Dropped frames: 108, Drop ratio (%): 28.67

**Fig. 15.** The fusion delay of Prophet and baseline with one GPU card.

**Fig. 16.** The fusion delay of Prophet and baseline with all four GPU cards.

### Multi-GPU case

In the multi-GPU case, we distribute the execution of multiple DNNs tasks to separate GPU cards. Faster R-CNN, LaneNet, and Deeplabv3 are mapped to three CUDA devices in our experiments. By isolating the execution of these perception tasks, the inference time of each task is more predictable since there is no GPU resource contention from other tasks, which could make the early exit more effective. Figure 16 shows the fusion delay of Prophet and baseline in one GPU card case, while Table IV shows the statistical analysis of the fusion delay of the Prophet and the baseline. From the timeline with 1000s experiments, we can find that the fusion delay of the Prophet is perfectly bounded under 150ms. At the same time, the baseline shows huge time variations, with the largest fusion delay getting close to 600ms. The table shows that the Prophet’s MIN, MAX, range, average, and variance are much lower than the baseline, except for c_v. This is because of the early-exit policy. Since the Prophet early exits some frames to save time for the other frames, the fusion delay of some frames would be much lower than the average, which makes the c_v larger. Besides, the Prophet has more frames through sensor fusion, which is almost doubled compared with the baseline. We set the fusion deadline for the multi-GPU case as 150ms, and we can find that the dropped frames are reduced from 111 to 3 by Prophet, which corresponds to a 0.085 percent drop ratio.

#### Takeaway:

**Under the multi-GPU case, the Prophet makes the fusion delay time bounded by 150ms, reducing the fusion drop ratio to less than 1 percent. Isolate DNN tasks on multiple GPU cards also helps reduce the time variation. The AV perception pipeline becomes more predictable with Prophet.**

### VIII. DISCUSSIONS

#### A. Applicability of the Prophet

There are several conditions for the applicability of the Prophet. First, the computing hardware should be a heterogeneous platform with CPU and GPU architecture. The DNN time variations pattern on a pure CPU platform differs from the CPU-GPU platform.
Secondly, in this work, all the DNN models are trained and tested with single precision (FP32), and there is no model compression (pruning, quantization, etc.) [39]–[41]. Generally, DNN models are trained with single precision weights and compressed for faster inference performance. However, DNN prediction accuracy is essential for autonomous vehicles. Although model compression could help to decrease the latency, the impact on the accuracy in real experiments is unpredictable [42].

Thirdly, the proposed system works for all the models profiled in this paper, including five object detection models (Faster R-CNN [6], Mask R-CNN [17], SSD [5], Retinanet [21], and YOLOv3 [4]), four lane detection models (LaneNet [9], PINet [10], RESA [22], and SCNN [23]), and four semantic segmentation models (UNet [24], Deeplabv3 [8], [25], FCN [26], and LRASPP [27]). Since the DNN structure greatly impacts inference time variations, other DNN models might not show similar time variations. However, if the other DNN model’s structure also fits into one-stage and two-stage designs, Prophet will still work.

B. Safety-critical Level

The primary goal of Prophet is to reduce the impact of DNN inference time variations on the perception pipeline since DNNs are mainly used in AV perception. However, our system is not for a high-safety-critical level since we do not guarantee end-to-end predictability from sensing to vehicle control [2]. By proactively dropping frames that are supposed to miss deadlines, the proposed system will help to guarantee the detection of objects/lanes/segmentation. Our system will get rid of cases of missing perception because of abnormal long latency. The understanding of DNN time variations to the AV’s planning and control modules would be our future work.

IX. RELATED WORK

Autonomous vehicles are proposed to understand the environment and drive without human intervention [18]. DNNs play an essential role in the sensing, perception, decision, and control tasks in autonomous driving. Generally, the research on DNNs for autonomous driving can be divided into two categories: training DNN models with higher accuracy and improving the runtime performance of trained DNN models.

Many DNN-based algorithms are deployed in autonomous vehicles for object detection, lane detection, semantic segmentation, localization, etc. [11]. The object detection algorithms can be divided into two types: one-stage based algorithms like YOLO and SSD [4], [5]; two-stage based algorithms like Fast R-CNN, Mask R-CNN, etc. [6], [17]. The critical difference is whether there is a proposal bounding box stage. Semantic segmentation is used to detect driving segments. The fully convolutional neural network has been applied and achieves good performance [26]. LaneNet is a lane detection algorithm that uses an instance segmentation problem and applies image semantic segmentation algorithms [9]. Another approach called PINet adds key points estimation with the instance segmentation [10].

After the DNN models are trained, optimizing the model inference in latency, energy consumption, and memory utilization becomes a big challenge. In 2015, Han et al. proposed pruning redundant connections and retraining the deep learning models to fine-tune the weights, effectively reducing computing complexity [43]. Reducing the precision of operations and operands is another direction for the runtime optimization of DNN inference. Reducing precision is usually achieved by reducing the number of bits/levels representing the data and reducing computation requirements and storage costs [44]. Prior works [13] observed the time variations for DNN inference in mobile devices and found that inference time follows an approximately Gaussian distribution. However, the statistic-based approach performs poorly when time variations are enormous. Another work [14] on the anytime DNN system also observed the time variations issue and provided a Kalman Filter-based estimation for latency distribution. However, it cannot handle huge time variations since understanding roots causing time variations in DNN inference is missing. A scheduling-based approach is leveraged to provide predictable DNN inference [45]. However, the system is based on a cloud server-level GPU platform which is not practical for an onboard embedded system on the autonomous vehicle. D³ is a work that considers the time variations in AV systems, and they proposed to use dynamic deadlines to address time variations [16]. However, since the roots for DNN inference time variations are not studied, the proposed approach still wastes lots of time processing frames that are supposed to miss the deadline.

X. CONCLUSION

DNN inference time variations are non-negligible for most models in an AV system, which brings a significant challenge to the predictability of the system. We derive two important insights from a comprehensive empirical study and introduce Prophet, which addresses the DNN inference time variation in two-step: the first is to predict the time variations of a single DNN model; the second is to coordinate multiple DNN models inference to reduce the fusion time variations. From the evaluation results on the KITTI dataset, the time prediction of a single model achieves higher than 91% for Faster R-CNN, LaneNet, and PINet. Besides, the perception fusion delay is bounded to a 150ms, and the fusion drop ratio is reduced from 5.4% to 0.085%.
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XI. APPENDIX

A. Comparison of Scheduling Policies with Multi-task

To show the impact of different operating system schedulers in the Multi-Tenant DNNs scenario, we conduct experiments on both the baseline and the Prophet under four scheduling policies.

Four models/algorithms are executed: Faster R-CNN, PINet, DeepLabv3, and ORB-SLAM2. One thousand images from the KITTI dataset are used as the input. Three DNN models share one GPU card. All the tasks’ nice values are default values 0. The priorities of SCHD-FIFO and SCHD-RR are set based on rate monotonic scheduling. From the profiling results in Figure 2, we can find the period increases in the order of ORB-SLAM2, Faster R-CNN, DeepLabv3, and PINet. Therefore, under SCHD-FIFO and SCHD-RR, we set the priorities for ORB-SLAM2, Faster R-CNN, DeepLabv3, and PINet as 99, 90, 80, 70, respectively. Under SCHD-OTHER and SCHD-DEADLINE, all tasks’ priority values are 0. The round-robin interval is the default value of 100ms. The SCHD-DEADLINE policy’s runtime, deadline, and period are equally set based on the image publisher’s FPS. A thousand images from the KITTI dataset is published at 10 FPS as the input. Therefore, the runtime/deadline/period for all the tasks are set as 100ms.

Baseline Performance. Figure 17 shows the CDF of execution latency of four tasks under different OS scheduling policies. We can find that the distribution of execution latency is similar among all scheduling policies. Table V shows the statistical analysis of the fusion delay of the baseline. 200ms is used as the threshold for dropping fusion frames. SCHD-RR performs better than the other policies in average, processed frames, drop ratio, etc.

Table VI shows the statistical analysis of the fusion delay of the Prophet. 200ms is used as the threshold for dropping fusion frames. It can be found that both SCHD-FIFO has a zero drop ratio. SCHD-FIFO processed the most frames.

Comparing the drop ratio from Table V and Table VI, we can find that Prophet performs better in reducing dropping frames than the OS’s real-time schedulers.

Table V

<table>
<thead>
<tr>
<th>Metrics</th>
<th>DEADLINE</th>
<th>FIFO</th>
<th>RR</th>
<th>OTHER</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN (ms)</td>
<td>86.23</td>
<td>42.01</td>
<td>43.79</td>
<td>45.91</td>
</tr>
<tr>
<td>MAX (ms)</td>
<td>249.20</td>
<td>332.66</td>
<td>231.24</td>
<td>292.63</td>
</tr>
<tr>
<td>Range (ms)</td>
<td>162.97</td>
<td>290.64</td>
<td>187.45</td>
<td>246.71</td>
</tr>
<tr>
<td>Average</td>
<td>116.28</td>
<td>117.49</td>
<td>113.33</td>
<td>120.98</td>
</tr>
<tr>
<td>Variance</td>
<td>445.80</td>
<td>449.02</td>
<td>206.83</td>
<td>815.43</td>
</tr>
<tr>
<td>$c_v$</td>
<td>0.18</td>
<td>0.18</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td>Processed frames</td>
<td>918</td>
<td>936</td>
<td>971</td>
<td>988</td>
</tr>
<tr>
<td>Dropped frames</td>
<td>29</td>
<td>27</td>
<td>11</td>
<td>48</td>
</tr>
<tr>
<td>Drop ratio (%)</td>
<td>3.16</td>
<td>2.88</td>
<td>1.13</td>
<td>5.44</td>
</tr>
</tbody>
</table>

Table VI

<table>
<thead>
<tr>
<th>Metrics</th>
<th>DEADLINE</th>
<th>FIFO</th>
<th>RR</th>
<th>OTHER</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN (ms)</td>
<td>36.67</td>
<td>35.06</td>
<td>2.21</td>
<td>35.64</td>
</tr>
<tr>
<td>MAX (ms)</td>
<td>203.89</td>
<td>195.05</td>
<td>220.67</td>
<td>210.91</td>
</tr>
<tr>
<td>Range (ms)</td>
<td>167.25</td>
<td>159.99</td>
<td>218.46</td>
<td>175.27</td>
</tr>
<tr>
<td>Average</td>
<td>108.64</td>
<td>106.58</td>
<td>106.56</td>
<td>105.94</td>
</tr>
<tr>
<td>Variance</td>
<td>216.54</td>
<td>605.89</td>
<td>739.25</td>
<td>1223.64</td>
</tr>
<tr>
<td>$c_v$</td>
<td>0.32</td>
<td>0.23</td>
<td>0.26</td>
<td>0.33</td>
</tr>
<tr>
<td>Processed frames</td>
<td>998</td>
<td>998</td>
<td>999</td>
<td>998</td>
</tr>
<tr>
<td>Dropped frames</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Drop ratio (%)</td>
<td>0.3</td>
<td>0</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Fig. 17. The CDF of multi-task under different scheduling policies.

Prophet Performance. Figure 18 shows the CDF of execution latency of four tasks under different OS scheduling policies.