116

A Two-Tiered On-Demand Resource Allocation

1

IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL.6, NO.1,

Mechanism for VM-Based Data Centers

Ying Song, Yuzhong Sun, Member, IEEE, and Weisong Shi, Senior Member, IEEE

Abstract—In a shared virtual computing environment, dynamic load changes as well as different quality requirements of applications
in their lifetime give rise to dynamic and various capacity demands, which results in lower resource utilization and application quality
using the existing static resource allocation. Furthermore, the total required capacities of all the hosted applications in current
enterprise data centers, for example, Google, may surpass the capacities of the platform. In this paper, we argue that the existing
techniques by turning on or off servers with the help of virtual machine (VM) migration is not enough. Instead, finding an optimized
dynamic resource allocation method to solve the problem of on-demand resource provision for VMs is the key to improve the efficiency
of data centers. However, the existing dynamic resource allocation methods only focus on either the local optimization within a server
or central global optimization, limiting the efficiency of data centers. We propose a two-tiered on-demand resource allocation
mechanism consisting of the local and global resource allocation with feedback to provide on-demand capacities to the concurrent
applications. We model the on-demand resource allocation using optimization theory. Based on the proposed dynamic resource
allocation mechanism and model, we propose a set of on-demand resource allocation algorithms. Our algorithms preferentially ensure
performance of critical applications named by the data center manager when resource competition arises according to the time-varying
capacity demands and the quality of applications. Using Rainbow, a Xen-based prototype we implemented, we evaluate the VM-based
shared platform as well as the two-tiered on-demand resource allocation mechanism and algorithms. The experimental results show
that Rainbow without dynamic resource allocation (Rainbow-NDA) provides 26 to 324 percent improvements in the application
performance, as well as 26 percent higher average CPU utilization than traditional service computing framework, in which applications
use exclusive servers. The two-tiered on-demand resource allocation further improves performance by 9 to 16 percent for those critical
applications, 75 percent of the maximum performance improvement, introducing up to 5 percent performance degradations to others,
with 1 to 5 percent improvements in the resource utilization in comparison with Rainbow-NDA.

Index Terms—Data centers, virtual machines, on-demand resource allocation, optimization, algorithm, model
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E have witnessed the rapid growth of data centers in

the past few years, and expect the number of data
centers will triple by 2020. Fighting for green data centers is
the biggest challenge faced by computer scientists and
practitioners. Google argues that more requests served by
the same platform is another path to green data centers [55].
Thus, one of the efficient solutions for the green data centers
is improving the throughput as well the resource utilization
by server consolidation based on virtualization technology,
which is verified by several previous efforts [1] and our
previous work [35]. With effective isolation and agile
resource management provided by virtualization technol-
ogy, virtualized data center is also the infrastructure of most
cloud platforms. In such a shared virtual computing
environment, dynamic load changes as well as different
quality requirements of applications in their lifetime give
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rise to dynamic and various capacity demands (e.g.,
computing, storage, and communication capacities), which
result in lower resource utilization and lower application
quality using the existing static resource allocation.
Furthermore, the total required capacities of all the hosted
applications in current enterprise data centers (e.g., Google)
may surpass the capacities of the platform. Thus, the
existing techniques by turning on or off servers with the
help of virtual machine (VM) migration is not enough.
Instead, finding an optimized dynamic resource allocation
method in server consolidation scenarios to solve the
problem of on-demand resource allocation is the key to
improve the resource utilization and throughput, so as to
optimize power efficiency of data centers.

Most contemporary virtual machine monitors (VMMs,
such as Xen [3] and VMware [40]) provide the technical
support [41] rather than strategies for on-demand resource
allocation to VMs. To optimize the usage of resources and
improve the quality of the hosted applications, many
researchers [30], [40] are focusing on the local resource
allocation to VMs within a server. However, in a VM-based
data center, a number of VMs distributed onto various
servers host copies of the same application. Each server
independently allocates resources to VMs using its local
optimization, which may readily result in unbalance of
resource allocation among applications so as to limit the
efficiency of data centers. This means that local optimiza-
tion cannot always lead to global optimization [23]. To
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optimize resource allocation in the data center, it is
necessary to provide a global resource scheduling. How-
ever, current VMMs do not support the resource allocation
to VMs residing in remote servers. Under this technical
limitation, Wang [45] optimized the global resource alloca-
tion only using a central controller. Yet, such central
optimization has the problems of complexity, single-point
failure, and nontimeliness. However, hosted web-based
applications with sudden resources demand spikes affect
each other because of resource competition. Slow response
on the resource allocation cannot introduce the optimized
allocation. Thus, optimizing the global resource allocation is
a challenge for VM-based data centers.

To optimize the resource allocation in a data center, we
propose a two-tiered on-demand resource allocation me-
chanism, including the local and global resource allocation,
based on a two-level control model. A well-designed on-
demand resource allocation algorithm may minimize the
waste of resources as well as guarantee the quality of the
hosted applications. In our study, the local on-demand
resource allocation on each server optimizes the resource
allocation to VMs within a server taking the allocation
threshold into account, while the global on-demand re-
source allocation optimizes the resource allocation among
applications at the macro level by adjusting the allocation
threshold of each local resource allocation. To guide the
design of the on-demand resource allocation algorithms, we
model the resource allocation using optimization theory.
These algorithms dynamically allocate resources to VMs
according to the time-varying capacity demands and the
quality requirements of applications. All the on-demand
resource allocation algorithms preferentially ensure perfor-
mance of the critical applications named by the manager
when resource competition arises.

We implement a Xen-based prototype, Rainbow, to
evaluate the VM-based server consolidation and the two-
tiered on-demand resource allocation algorithms on a
workload scenario reflecting the resource demands in a
enterprise environment. The experimental results show that
server consolidation without dynamic resource allocation
(Rainbow-NDA) provides 26 to 324 percent improvements
in the application performance, as well as 26 percent higher
average CPU utilization than traditional exclusive comput-
ing framework (TSF, illustrated in Fig. la) in typical
enterprise environments. The two-tiered on-demand re-
source allocation further improves the performance by 9 to
16 percent for those critical applications, which are up to
75 percent of the maximum performance improvement,
while introducing up to 5 percent performance impairment
to others, with 1 to 5 percent improvements in the resource
utilization in comparison with Rainbow-NDA. These results
indicate that the our on-demand resource allocation im-
proves the resource utilization and quality of applications
with inappreciable overheads.

This paper has the following contributions: 1) We
propose a novel two-tiered on-demand resource allocation
mechanism with feedback to optimize the resource alloca-
tion for VM-based data centers. 2) In order to guide the
design of the on-demand resource allocation algorithm, we
model the resource allocation using optimization theory.

{ requests { * requests * requests
Application #1 Application #2 Application #S
(distribution) (distribution) (distribution)

| |
‘ Server #1 ‘ o ‘ Server #N m Server #N+1 ‘ .. ‘ Server #N+M‘ : ‘ Server #P ‘ e ‘ Server #P+Q ‘

(a) Traditional service computing framework—using dedicated resources

* requests * * requests * * requests *

Applicati Application #1 Application #2 Application #S
P';’ ication with priority P, with priority P, with priority Ps
Tr (distribution) (distribution) (distribution)

Virtual

Phyilcal
resources layer

(b) Capamty service computlng framework (CSCF )

Fig. 1. The evolution of service computing framework.

3) Base on the two-tiered on-demand resource allocation
mechanism and model, we propose local and global
resource allocation algorithms to optimize the dynamic
resource provision for VMs.

2 BACKGROUND AND RELATED WORK

2.1 Background

It's a new trend for enterprise data centers to concurrently
provide web-oriented applications. We observe that diverse
applications in such data centers may greatly vary in
resource intensity. For example, VoD is I/O intensive, and
database is CPU intensive. Furthermore, we obtain another
observation that diverse applications may have various
time-varying capacity demands as the result of request
arrival distributions [43], [50]. We also observe that the total
required capacities of the hosted applications, for example,
Google, may surpass the capacities of the platform. Those
three observations motivate our design of a novel capacity
service computing framework, CSCF [34] (illustrated in
Fig. 1b), to improve the resource utilization of the platform
and the quality of application. Different from the traditional
service computing framework (TSF, illustrated in Fig. 1a) in
which one application runs on a set of dedicated servers,
CSCEF uses virtualization to isolate concurrent applications
in a shared platform. In order to minimize the interaction
among the hosted applications due to their competitions for
resources, CSCF distributes applications with the same
resource intensity onto different servers. In CSCF, all the
VMs serving the same application constitute an application
domain. CSCF distributes VMs belonging to a single
application domain onto various servers, while each server
hosts VMs belonging to different application domains.
Between the application request layer and the physical
resource layer, there are mappings from requests to VMs
and from virtual resources in VMs to physical resources in
servers. This work focuses on the second mapping to
provide on-demand resource allocation among VMs, which
may allow better resource utilization and quality of
applications compared to previous proposals [30] in
scenarios where there are competitions for the same
resource by applications with similar resource intensity.
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2.2 Related Work

Currently, a large body of research is about managing VM-
based data centers, such as HP’s SoftUDC [18], Microsoft’s
DSI initiative [27], and VMware DRS [40]. We classify such
research into two subfields: VM lifecycle management and
VM-based resource management.

VM lifecycle management [12], [13], [18], [20], [22], [33].
These works manage the VM lifecycle by operations such as
VM creating, starting, stopping, and migrating. Virtuoso
[33] creates a marketplace in which resource providers sell
resources in the form of VM. Entropy [12] performs a
globally optimized placement including the VM runnning,
migrating, suspending, resuming, and stoping operations
according to cluster resource usage. Some researchers focus
on using VM migration to provide automatic load balancing
[48] as well as to reduce the power waste with the help of
turning on or off servers [5], [21], for example, SoftUDC [18]
and VMware’s VMotion [28]. However, the CPU and
network overheads of VM migration may reduce the
performance of the hosted applications, and VM migration
is the simultaneous reallocation of a set of resources
including CPU, memory, and so on, not reallocation of
only one type of resource.

VM-based resource management [2], [16], [30], [40].
These works optimize resource allocation to VMs. Our work
belongs to this subfield. We classify a large body of works
in this subfield into the following three parts:

Providing on-demand resources at the granularity of physical
or virtual servers [2], [44]. Oceano [2] dynamically allocates
resources for an e-business computing utility at the
granularity of a server. Wang et al. [44] dynamically allocate
resources to applications via adding or removing VMs on
servers. All these works are in contrast to our on-demand
resource allocation that controls resource allocation at the
granularity of resource component, for example, memory.

The technical support on resource reallocation to VMs [3],
[31], [41]. VMware proposes Balloon drivers [41] to over-
book memory and dynamically reallocate memory from one
VM to another. Xen [3] uses credit scheduler to allocate
CPU time slots to vCPU. These technologies provide
support to allocate fine-grained resources to VMs. Based
on these technical support, our work propose policies for
on-demand resource allocation to achieve the goal of high
resource utilization and good quality of applications.

Providing on-demand fine-grained resources in a virtualized
platform [7], [10], [16], [17], [29], [49]. IBM’s PLM [16] and
VMware DRS [40] dynamically allocate resources to VMs
according to the resource utilization and the statical shares.
Padala et al.’s work [30], [29] dynamic allocates CPU and
disk based on the VM utilization and application-level QoS
metrics. Zhao and Wang [51] introduce Memory Balancer
(MEB) which dynamically monitors the memory usage of
each VM, predicts its memory needs, and periodically
reallocates memory. In Menasce’s work [26], the authors
present an autonomic controller to optimize a utility
function within a physical server for the virtualized
environment. In Weng’s work [47], the authors present a
hybrid scheduling framework for the CPU scheduling in
VMM. They adopt different scheduling algorithms corre-
spondingly for two types of VMs. Xu et al. [49] propose a

JANUARY-MARCH 2013

two-level resource management system with local control-
lers at the VM level and a global controller at the server
level. These local and global controllers only correspond to
the local resource scheduler in our work limiting the scope
of resource allocation within a server. Such two-level
resource management could not optimize resource provi-
sion for various applications hosted in the entire system
with several servers. We also propose the similar two-level
schedulers [54] to Xu’s work in 2007. Besides the server-
level scheduler, this work proposes a system-level sched-
uler, named global resource scheduler to optimize resource
allocation in the entire system, which is the next step of Xu's
work and our previous work [54]. In Cunha et al.’s work [7]
and Jung et al.’s work [17], the authors address the dynamic
resource allocation in multitier virtualized service hosting
platforms. Wang et al. [46] evaluate the overhead of a
dynamic allocation scheme. All the above works only focus
on the resource allocation among VMs within a server
ignoring the resource optimization among applications in
the entire data center. In this paper, we not only care about
the local scheduling in a server but also deal with the global
scheduling to optimize the resource allocation among
applications.

In Wang et al’s work [45], the authors optimize the
global resource allocation for multitier applications. This
optimization is a central control, which has the problems of
complexity (collecting and computing resource allocation to
each VM hosted in every VMM), availability (the single
point failure), and nontimeliness (the execution intervals
(22 minutes) could not be small enough because of the
scalability). However, the hosted web-based applications
may interact because of their sudden demands on re-
sources. Such slow response on the fine-grained resource
allocation could not satisfy the sudden changes of resource
requirement in realistic workloads. In contrast, our work
attempts to address these issues using a two-tiered resource
allocation mechanism. The local resource scheduler con-
trolling resource allocation locally with the simple function
works in small intervals (e.g., 1 second) in each server,
which could quickly respond to the sudden changes of
resource demand by the hosted applications. The global
scheduler controlling resource allocation globally with the
simple function works in 1 or 5 minutes intervals as a
complement to the local scheduler. All these schedulers
work independently. Any scheduler’s failure (even the
global scheduler) could not lead to the failure of the
resource allocation in the system.

To the best of our knowledge, no other works propose
the same two-tiered on-demand resource allocation me-
chanism and algorithms as ours to optimize the fine-
grained resource allocation in VM-based data centers.

3 Two-TiIERED ON-DEMAND RESOURCE
ALLOCATION MECHANISM AND CONTROL MODEL

We aim to propose on-demand resource allocation strate-
gies. A resource allocation strategy should solve four
problems: Which resource will be allocated? When will
such resource be allocated? Which VMs will be the source
or target of allocating? How many resources will be
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Fig. 2. Two-tiered on-demand resource allocation mechanism versus
traditional resource management. (Virtual resource layer results in two-
tiered resource allocation.)

allocated? To answer these problems, we first design the
resource allocation mechanism, then we use control theory
to model and design our feedback-driven two-tiered
resource allocation.

Inspired by the multilevel optimization-based techni-
ques for managing distributed computing systems (e.g.,
Cluster Reserves [52], Neptune [53], MBRP [56], and
Kandasamy et al.’s work [19]), we introduce the multilevel
management idea into the on-demand resource allocation
in VM-based computing environment. Virtualization tech-
nology can encapsulate an application into an operating
system and dynamically allocate resources to the hosted
applications agilely with more abundant feedback informa-
tion, for example, characteristics of application workloads
and resource utilizations of VMs, compared with the
traditional large-scaled distributed computing environ-
ment. Kandasamy et al. [19] propose a structure of three
level controllers aimed at operating the cluster in energy-
efficient fashion while satisfying the QoS goal. In their
work, only one level controller controls the resource
allocation in each computer, and other two levels are
responsible for workload distribution. However, we do not
care about the workload distribution, our two-tiered
controllers both focus on the resource allocation in a
virtualized computing environment.

3.1 Two-Tiered Resource Allocation Mechanism

The goal of on-demand resource allocation is to optimize
the dynamic resource provision for VMs. Fig. 2 illustrates
the two-tiered on-demand resource allocation mechanism
(Fig. 2b) as well as the traditional resource management
(Fig. 2a). After comparing Figs. 2a and 2b, we can easily
find that the two-tiered on-demand resource allocation
mechanism differs from the traditional resource manage-
ment in adding a resource management level for VMs.
Each application (“application #1” ..“application #S” in
Fig. 2b) has multiple instance copies each of which is
encapsulated in a VM. The VMs hosting instance copies of
the same application constitute an application domain.

Each server hosts VMs belonging to multiple application
domains. In such a scenario, workloads in VMs residing in
the same server are time varying and different from each
other, resulting in the requirement of dynamic resource
allocation among VMs within a server. Furthermore,
workloads of each application running on various servers
are also time varying and different from other applications,
resulting in the requirement of on-demand resource
allocation among applications. Based on the technical
support on dynamic resource allocation to VMs within a
server provided by the current VMMs, we can indepen-
dently control resource allocation to VMs in each server.
However, only such independent control in each server
may readily result in unbalance of resource allocation
among applications so as to limit the efficiency of data
centers. Currently, there is no technological support on the
resource allocation by VMM on a server to a VM residing
in another server. Thus, it is necessary to provide a global
resource optimization based on the existing virtualization
technology in such shared environment. We propose a two-
tiered on-demand resource allocation mechanism imple-
mented by the local resource scheduler and global resource
scheduler in Fig. 2b.

The local resource scheduler controls resource allocation
to VMs within a server. It adds a set of on-demand resource
allocation algorithms based on the technical support on
dynamic resource allocation provided by the existing
VMMs. To maintain high resource utilization as well as
guarantee the quality of applications, the local resource
scheduler automatically optimizes the resource allocation
to VMs via adjusting CPU time slots and memory assigned to
each VM, according to its resource utilization as well as
quality and activity of the application hosting in the VM.
(Activity denotes the threshold of resource allocation, e.g., if
the CPU activity of an application is 90 percent, some CPU
resource will be allocated to it when its CPU utilization
reaches 90 percent.) To allocate resources in a timely manner,
the local resource scheduler works at short intervals, for
example, 1 second. In the local resource scheduler, the
activity of an application is the resource utilization thresh-
old. When the resource utilization of a VM hosting such an
application reaches the threshold, some resources should be
allocated to the application. Thus, activities are the key
parameters effecting the resource allocation.

The global resource scheduler indirectly controls re-
source allocation among applications in the entire system
by adjusting activities of the applications in each local
scheduler. In our scenario, each application may have
several copies running on multiple servers so that each
application can indiscriminately use resources of these
servers via on-demand resource allocation controlled by the
local scheduler. Adjusting activities of applications influ-
ences resource allocation among VMs within each server,
resulting in dynamic resources allocation among these
applications. The global resource scheduler systematically
optimizes resource allocation among applications by peri-
odically adjusting the activity of each application. Thus, the
activities of applications are the bridge between the local
resource scheduler and the global resource scheduler in our
mechanism. Differing from the local resource scheduler, the
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Fig. 3. Two-level feedback control model consisting of Controller-L
and Controller-G (of local resource scheduling and global resource
scheduling).

global resource scheduler optimizes the resource allocation
at a longer interval, for example, 30 seconds.

3.2 Two-Level Control Model

We use the control theory as the basis of modeling and
designing our feedback-driven closed-loop resource alloca-
tion algorithms. An object to be controlled is typically
represented as an input-output system, where the inputs are
the control knobs and the outputs are the metrics being
controlled. We employ a two-level control model (illustrated
in Fig. 3) for our two-tiered on-demand resource allocation
mechanism. Controller-L and Controller-G correspond to
the local and global resource scheduler, respectively.

Controller-L controls resource allocation in a server
according to the resource utilization (U;(t)) of each VM,
the static priority (SP,), and the activity (A;(t)) of each
application. The resource utilization refers to the CPU
utilization and the idle memory. As the output, C;(t + 1)
refers to the resource assigned to VM, at time ¢t + 1, where
C;(t+1) should be a value between the maximum and
minimum available resource thresholds of VM, to avoid
the huge interaction among applications. As the actuator,
the local resource allocation algorithm controls the resource
allocation to VMs in a server.

Controller-G adjusts activities of applications. Resources
allocated to each application (C;(t — 1)), static priority (SP;),
workloads (W;(t — 1)), and the feedback activity (A4;(t — 1))
of each application are the inputs. As the output, activity
(A;(t)) of each application is the key parameter to control
resource allocation in Controller-L. A feedback control loop
requires an actuator to implement the changes indicated by
the control knobs. The global resource allocation algorithm
is its actuator.

4 THE ON-DEMAND RESOURCE ALLOCATION
MoDEL

We consider the problem of on-demand resource allocation
to VMs and model it using optimization theory. We model
the K-VM-1-PM (PM denotes physical machine) problem
and the K-VM-N-PM problem to depict the resource
allocation to K VMs within a server and to K VMs residing
in N servers, respectively. These two models are general
ones, and CPU or other resource allocations can, respectively,
use them. Based on the K-VM-1-PM model, we propose a set
of priority-based resource allocation algorithms to provide
on-demand resources to the hosted applications.

In the on-demand resource allocation model (illustrated
in Fig. 4), the number of request queues equals the number
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Fig. 4. The on-demand resource allocation problem.

of VMs, and the granularity of allocation is resource
components (e.g., memory). The resource allocation should
make decisions on which resource will be allocated, how
many resources will be allocated, and so on to improve the
quality of applications.

41 The K-VM-1-PM Model

The K-VM-1-PM problem depicts the on-demand resource
allocation to X VMs within a server. Thus, we model it to
guide the algorithm design for the on-demand resource
allocation to VMs within a server. First, we introduce the
following notations:

e K is the number of VMs residing in the server.

o Ci_n is the minimum threshold of resources
allocated to VM;. We use Cj_,;, to avoid huge
interaction among the VMs when the competition
for resources arises.

e R is the total CPU or other resources that are
available to all VMs in a server. R,,; is the amount of
resources allocated to all the hosted VMs. R;; is the
amount of resources allocated to VM, at time ¢,
where R > Zﬁl R;; and Ry > C;_ppin > 0.

e D, is the resource demand of VM, at time ¢, and it is
proportional to the request arrival rate.

e SP, is the static priority of an application hosted in
VM;. It indicates how critical the requirement for
quality of this application. The smaller the SP, is, the
more preferential the application gains. The admin-
istrator determines SP, before running the applica-
tions. It does not change during the runtime.

e ®; is the tolerable quality threshold of the applica-
tion hosted in V M;.

e ()i is the quality of application hosted in V1, at
time ¢, which is the performance metric. The smaller
the @ is, the better quality the application gains. As
we all know, the resources which it demands for
(D;;) and the resources allocated to it (R;;) determine
the quality of an application (Q;), for example, the
response time. In other words, @), is a function of D,
and of Rj;, namely, Qi = fi(Rit, Dit).

To fairly weight different applications using their
respective qualities, we use the quality rate of application
hosted in V' M; at time ¢ and of the tolerable quality of such
application (Q;:/®;, “Q-rate” for short) to normalize the
qualities of applications. Cj_p, is used to guarantee the
tolerable quality of application i using the relationship
among @, Dj;, and R;;, as well as taking SP; into account,
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which is set by experience in our experiments, and we will
justify it in the near future.

The goal of the resource allocation is to optimize the
qualities of the hosted applications taking their priorities
into account, giving the limited resources. It is an optimiza-
tion problem with limiting conditions. Thus, we select the
programming model of optimization theory to model
the on-demand resource allocation. To provide the resource
allocation with a utility function [26] that maps application
quality of the target to a benefit value, we define the utility
function UF;. UF; is related to the static priorities and Q-
rates of the hosted applications

R )]
”_Z@. xS
=1 !

The on-demand resource allocation problem is how to
control the resource allocation to VMs with the goal of
minimizing the utility function UF,, giving the limited
resources, formulated as follows:

K
il B Dir) _
P = ;:1 —, x SP,. (1)

K
- _ fi(R’it7Dit)
mwn UFt = ;Tl X SR
K
s.t. Z;R” <R (2)
Rit ZCi—min (121,2,,[()

Our former work [34] gave the functions Qi =
fi(Rit, Djt) of several typical enterprise applications includ-
ing the web, database, and office applications, and of
different resources such as CPU and memory with plentiful
experiments as follows: fij(Rit7 Dng) = a/ijDit + b1]R7T + Gijs
Ui(j —1) < Dy < Uyj, where f;j(Ry, Diz) denotes the jth
stage of function f;(R;, Dit), aij, bij, and g;; refers to the
coefficients in function f;;(R;, D), and U;; denotes the
upper threshold of resources for application i at stage j.
Putting these functions into our model, we get the
following formulation:

K37 aij X Dig + bij X Ryt + gij
WUF, — j=1 %ij it T Oij 95 op
minUF; ; o x SP;
K
st 2 BRu<R 3)

i=1
Ry > Ci_pin (i:172a--~aK)7

where m denotes the maximum number of stages for
fi(Rit, Dit). As for the on-demand resource allocation
problem, we may resolve the above model to get the
close-to-optimal resource allocation R;; at time ¢ using the
Simplex Method.

4.2 The K-VM-N-PM Model

The K-VM-N-PM problem depicts on-demand resource
allocation to K VMs residing in N servers, where each VM
may use resources in more than one server concurrently.
Thus, we model it to guide the design of algorithm of the
on-demand resource allocation among VMs each of which
may use resource in various servers concurrently, which is

similar to the K-VM-1-PM model. First, we introduce the
following notations:

e R is the total CPU or other resources that are
available to all VMs in N servers. R; is the total CPU
or other resources that are available to the hosted
VMs in server i, where 1 <7< N and R = Z}L R;.

e K is the number of VMs residing in the N servers. K;
is the number of VMs residing in server i, where
1<i<Nand K =YV K,

e RN, is the native resources allocated to VAM;; in
server i (VM;; denotes the jth VM in server 7). ROj},
is the amount of resources allocated to VM;; in
server x, namely, the amount of remote resources
(located in server z) allocated to VM;;, where
1<z <N.

o Cij_min is the minimum threshold of resources
allocated to VM;;. We use Cjj_pn to avoid huge
interaction among the VMs hosting applications
when the competition for resources arises.

e R, is the amount of resources allocated to VM;; at

time ¢, where Ri;; = RN + Y. | ROY,. Rij obeys
the rules as follows:
N Ky
> Z Rijt
i=1 j=1
and Rijt > Cz'j—mm > 0 (’L = 17...,N,' ] = 1,7KN)

e  D;; is the resource demand of VM;; at time ¢, and it
is proportional to the request arrival rate.

e SP;; is the priority of application hosted in VM;;. It
indicates how critical the requirement for quality of
this application. The administrator determines SF;;.

e ®&;; is the tolerable quality threshold of the applica-
tion hosted in VM,;.

e ();; is the quality of application hosted in VM;; at
time ¢, which is the performance metric. The smaller
the Q) is, the better quality the application gains. As
we all know, the quality of an application (Q;;:), such
as the response time, is decided by the resources it
demands for (D;;;) and the resources allocated to it
(R“t) In other WOI'dS, Qijt = fij(Rijt» Dijt)-

Similar to the K-VM-1-PM model, we use Q-rate
(Qiji/®;;) to normalize the quality of different applications,
and we get the following model using the same method in
Section 4.1:

K RNL,t,ZT \ RO%,, Dyj)

min UF, = ZZ x SP;
=1 j=1 Z]
N K;
ZZRuf <R
i=1 j=
szt Z CZ]*NLZ'!L
st (1—1,2,... N;j=1,2,...,K)) (4)
>+ )0 <
Ruf > 0
(1_172a 7N§j_1a23 aKi)7
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where

=1

K
Qijt = fij(Rijt, Dijt) = fij (RNijt, Z RO, Dijt>'

The third condition in formulation 4 denotes that the
total resources provided by a server are no less than
the sum of the resources allocated to the native VMs and
the resources allocated to the remote VMs. When a VM on
one server uses the remote resources, some performance
impairment may come out compared with using the same
amount of local resources. We can measure such perfor-
mance impairment offline based on our ongoing distributed
VMM (DVMM). Using such performance impairment, the
conversion from RO}, to RN;; can be calculated. Thus, Q¢
in the K-VM-N-PM model is converted to Q; in the
K-VM-1-PM model.

We may use the same method to solve the K-VM-N-PM
model as the K-VM-1-PM model. Now, we can only verify
the K-VM-1-PM model using the following algorithms.
However, now we can neither determine the function
fij(Rije, Dijr) nor verify the K-VM-N-PM model, because
current VMMs have no technical support on using remote
resources by a VM (namely, one VM using resources in
more than one server concurrently). Developing a DVMM
to support such remote resource access is one of the trends
in virtualization field, for example, HP’s SoftUDC [18],
which is also our on-going project. Thus, in the future, we
will evaluate the K-VM-N-PM model and the correspond-
ing algorithms based on our DVMM project.

5 ON-DEMAND RESOURCE ALLOCATION
ALGORITHMS

We propose local and global on-demand resource allocation
algorithms based on the K-VM-1-PM model. From the local
perspective, we simplify the K-VM-1-PM model to design a
priority-based local on-demand resource allocation algo-
rithm within a server. Based on the K-VM-1-PM model, we
propose a global on-demand resource allocation algorithm
to optimize the resource allocation among applications. The
efficacy of our algorithms intimately depends on how well
it can predict the resource utilization and the number of
arrival requests. While it is certainly tempting to try
sophisticated prediction techniques, we take a simple low-
overhead last-value-like prediction as reference [10] does,
in which we use the resource utilization of VMs and the
number of arrival requests during the last interval as a
predictor at the next interval.

5.1 The Local Resource Allocation Algorithm

We propose a set of local on-demand resource allocation
algorithms (“ResourceFlow-L” for short), based on the
above control model and the simplified K-VM-1-PM model.
In the simplified K-VM-1-PM model, all functions
fi(Rit, D)/ ®; are set as follows: If Dy > Ry, fi(Ri, Dit)/
®; = D;; — Ry; else, fi(Ry,Dy)/®; =0. Applying the Sim-
plex Method, we get the resolution of this simplified model.
If D<R, Ry=Dy; else, we give priority to allocating
resources to VMs with higher priority. The resource
utilization of V' M; directly reflects the relationship between
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D;; and R;;. Thus, ResourceFlow-L control resource alloca-
tion according to the resource utilization of each VM and
the static priority of each application. ResourceFlow-L
includes the local on-demand CPU allocation algorithm
(CpuFlow-L) and the local and lazy on-demand memory
allocation algorithm (MemFlow-L). We simply introduce
these algorithms as follows.

5.1.1 The Local CPU Allocation Algorithm

The hypervisor (Xen) we used provides a credit scheduler
[6], which is a general CPU scheduler in current VMMs, to
allocate CPU to VMs in proportion to their weights. The
local on-demand CPU allocation algorithm (CpuFlow-L)
dynamically adjusts the weights of VMs according to their
static priorities, resource utilizations, and activities of the
hosted applications. It preferentially guarantees some
critical applications with the rapidly increased weights,
while other applications may suffer performance degrada-
tion via the slowly increased weights when the competition
for CPU arises. The increased weights are in proportion to
their static priorities. To avoid the huge negative effect
among the hosted applications, the amount of resources
allocated to a VM should be a value between the maximum
and minimum available resource thresholds of the VM.

CpuFlow-L controls CPU allocation, which answers the
above four problems about the on-demand resource alloca-
tion. Based on the periodically collected CPU utilization of
each VM, CpuFlow-L determines if there is CPU overload in
a VM. We choose T, as the threshold of CPU overload
(activity of the hosted application) and T} as the desired CPU
utilization level. If the CPU utilization of V M; reaches T,,
some more CPU resources should be allocated to VM.
CpuFlow-L increases the weight of V' M; to increase the CPU
allocated to this VM. If the CPU utilization of VM, is lower
than T, CpuFlow-L decreases the weight of VVM/; to decrease
the CPU allocated to this VM.

5.1.2 The Local and Lazy Memory Allocation Algorithm

The local and lazy on-demand memory allocation algorithm
(MemFlow-L) dynamically controls memory allocation,
which answers the above four problems about the on-
demand resource allocation. Based on the static priority and
the periodically collected idle memory (“/M” for short) of
each VM;, MemFlow-L determines whether there is
memory overload in a VM or not. The activity © refers to
the threshold of idle memory for memory overload. If idle
memory (IM) of each VM is higher than ©, no memory
need to be reallocated. If IM; is lower than ©, MemFlow-L
increases memory for VA, as long as there is another VM
that can give some of its memory to V' M;.

5.2 The Global Resource Allocation Algorithm

When guiding the design of the global on-demand resource
allocation algorithm (ResourceFlow-G), the K-VM-1-PM
model evolves to optimize resource allocation among
applications in the entire system. In our scenario, we may
distribute the VMs hosting the same application onto all
servers, so that each application can indiscriminatingly use
resources from these servers. It resembles that each VM can
indiscriminatingly use resources of the server in the
K-VM-1-PM model. After replacing VM by application, as
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well as replacing one server by the entire system, the
K-VM-1-PM model and its solution could be used by
ResourceFlow-G. Using the K-VM-1-PM model, Resource-
Flow-G calculates the optimized resource allocation scheme
for each application, namely, the resources which should be
allocated to each application (Rj).

To control the resource allocation systematically, Re-
sourceFlow-G adjusts the activity of each application
according to the monitored resources that should really be
allocated to each application (R},) and the resources that
should be allocated to the application (R;;). In most cases,
R}, does not equal R;;. Thus, we define a resource threshold
(¥) that actuates the activity adjustment of VMs, to avoid
frequent activity adjustment. Only when the difference
between R}, and R; exceeds ¥, ResourceFlow-G will adjust
the activity. If R}, is larger than R;, ResourceFlow-G
decreases the activity of VAM; at time t. Conversely,
ResourceFlow-G increases the activity of VAJ; at time ¢.

To address the single-point failure problem of the global
scheduler running the global resource allocation algorithm,
we dynamically select a server to run it. If the server
running the global scheduler fails (monitored by heartbeat),
we randomly select another server to run this scheduler.
Even if the global scheduler fails and no other global
scheduler replaces it to work, all the local schedulers could
continue working to allocation resource to the hosted VMs
without the optimization at the macro level by the global
scheduler. In a word, the global scheduler’s failure could
not lead to the failure of the resource allocation in the
system. As to the scalability problem, the computation scale
of the global scheduler is in direct proportion to the number
of applications corresponding to ¢ in the K-VM-1-PM
model, because the proposed constrained optimization in
the K-VM-1-PM model is linear. Thus, the global scheduler
is not the bottleneck even in a large-scale computing
environment. From the above analysis, we can see that
our two-tiered on-demand resource allocation addresses the
problems of availability and scalability faced by the
previous work [45].

6 PERFORMANCE EVALUATION

In this section, we first introduce the prototype, Rainbow,
we implemented based on Xen. Then, we evaluate our VM-
based shared platform as well as on-demand resource
allocation algorithms in Rainbow.

6.1 Rainbow Prototype

The implementation of the Rainbow prototype is based on
Xen. In the server pool of our prototype, there are four
physical servers, each of which has two 2,190 MHz Dual
Core AMD Opteron(tm) processors with 1,024 KB of cache
and 4 GB of RAM. We use CentOS4.4 and Xen-3.0.4. We use
other four machines to generate workloads of applications,
for example, web application. The systems are connected
with a Gigabit Ethernet. Rainbow is responsible for
creating, monitoring, and managing VMs in a distributed
computing environment, as well as allocating resources to
these VMs.

6.2 Performance Evaluation

We evaluate the Rainbow in the three groups of experiments
in the two cases, the one is without dynamic resource
allocation called Rainbow-NDA, another one is with two-
tiered on-demand resource allocation called Rainbow-DA. In
the first group of experiments, we compare Rainbow-NDA
with TSF to evaluate the server consolidation. We evaluate
our on-demand resource allocation algorithms in the last two
groups of experiments, we compare Rainbow-DA with
Rainbow-NDA in the second group of experiment. In the
last group of experiment, we compare Rainbow-DA with
[30]. All experiments use some of the following applications.

e  Web application—The web server is Apache [9]. LVS
[25] dispatches requests among the web VMs (xxx
VM denotes VM hosting xxx application in this
paper.) adopting round robin algorithm. We use the
e-commerce workloads of SPECWeb2005 [37] for the
web application. The average response time is its
performance metric.

e HPC application—We use Condor [38] to dispatch
Linpack [24] jobs to the HPC VMs, and we evaluate
the HPC application by the throughput (the number
of completed Linpack jobs during 3 hours).

e Office application—Another one of our products
provides the office application, which distributes
office application workloads to VMs according to the
resource utilization of these VMs. We use Xnee [32]
to emulate the real-world office application work-
loads based on the trace collected by our work [42].
As to the office application, the response time,
including the starting up time of an application
and the time of executing an operation in applica-
tion, is the key metric to evaluate its performance.
The starting up time of an application is sensitive to
both CPU and memory. Thus, we collect the starting
up time of eight typical applications such as FTP,
Mozilla, and OpenOffice for four times as the
performance metric, captured by the modified
VNC. We compare the average starting up time of
all the applications to avoid randomicity.

e VoD application—The VoD server uses Helix [11].
We generate the VoD workloads according to Yu
et al.’s work [50]. The average packet loss percentage
is the performance metric.

e Database (“DB” for short) application—We use
MySQL [8] and Apache Tomcat [39] for the DB
server, and LVS dispatches requests among the DB
VMs adopting round-robin algorithm. TPC-W [4]
is the DB workloads generator. The total size of the
data base files is 2.7 G. We evaluate the DB
application in terms of the average WIPS (the
number of web interactions per second).

We introduce the three groups of experiments, respec-
tively, in the following sections.

6.2.1 Rainbow-NDA versus TSF

We evaluate the strengths and weaknesses of Rainbow-
NDA in the following two comparisons with various
experimental scenarios. Comparison-I compares Rainbow-
NDA with TSF using three applications with different
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Fig. 5. The comparison between TSF and Rainbow-NDA.

resource intensities, whereas Comparison-II evaluates the
influence of the size of memory in Domain0 on Rainbow-
NDA, and compares Rainbow-NDA with TSF using two I/
O-intensive applications and one CPU&memory-intensive
application. First, we introduce the experiments and results
of these comparisons. Then, we give the analysis on them.

Comparison-I. We compare Rainbow-NDA with tradi-
tional service computing framework (TSF, namely, one
application per set of dedicated servers) in the same
physical server environment hosting three typical enter-
prise applications with diverse resource intensities, namely,
a web application with CPU and I/O intensity, an HPC
application with CPU intensity, and an office application
with CPU AND memory intensity. On each server, we
create three VMs, each of which has one vCPU and 1 GB
memory. We distribute VMs devoted to each application
onto the four servers. The experimental results show that
Rainbow-NDA provides 28 to 324 percent improvements in
the application performance and 26 percent improvement
in the CPU utilization over TSF.

Comparison-II. We evaluate Rainbow-NDA by hosting
office application with CPU and memory intensity and two
I/O-intensive applications, namely, VoD and web applica-
tions. We first evaluate the performance effect caused by
memory in Domain0 via comparing the performance of
these applications in the cases of Domain0 with 512 and
1,024 MB memory denoted by Rainbow-dom(-512 and
Rainbow-dom0-1024, respectively, in Figs. 5a, 5b, and 5c.
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Fig. 6. CPU utilization of VMs and DomainO in Rainbow.

These figures illustrate that the difference in memory of
Domain0 leads to tiny or no effect on the application
performance. Thus, Domain0’s memory is not the bottle-
neck in this experiment.

Then, we compare TSF and Rainbow-NDA in the case of
Domain0 with 1,024 MB memory denoted by Rainbow-
dom0-1024 and TSF-dom0-1024, respectively in Figs. 5a, 5b,
and 5c. Fig. 5a illustrates the comparison of the average
packet loss percentage of VoD. It shows that TSF-dom0-1024
is much better than others, while other cases are similar in the
performance of VoD. This figure also implies that the VoD
performance degrades up to 46 percent between the 600th
and 900th sessions of the VoD when it shares the platform
with the web and office applications. After the 900th session
of VoD, such impairment disappears.

We analyze the reason why Rainbow-NDA degrades the
performance of VoD so remarkably with Figs. 5b, 6,7, and 8.
Figs. 6a and 6b conclude CPU is not the bottleneck resource
of the VoD and web applications. Fig. 5b illustrates the
throughput comparison of web application between Rain-
bow-NDA and TSF. This figure implies that the performance
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Fig. 7. CPU utilization of VoD VM and Domain0 in TSF.

of web application in the first two iterations degrades
minutely (1 to 5 percent), while it impairs hugely (30 to
60 percent) in the last iteration, resulting in 36 percent
degradation in average when Rainbow-NDA compares
with TSF. Figs. 6a and 6b show that the workloads of VoD
enter their peaks when the workloads of the web application
enter the third iteration. In this period, the effect between
these two applications is huge, which results in the huge
performance degradation of VoD when it shares resources
with the other applications.

What resources do they compete for in case of the such
performance degradation? Figs. 6a, 6b, 6¢, 7, and 8 help to
answer this question. In these figures, blue (dark color) lines
denote the CPU utilization, and red (light color) lines
denote the utilization of CPU used to wait I/O. Fig. 6
illustrates the CPU utilization of VMs and Domain0 in
Rainbow-NDA during the test. Figs. 6 and 8 illustrate the
CPU utilization in TSF which exclusive hosts the VoD and
web applications, respectively. These figures show that the
requirement on I/0O resource by VoD (Figs. 6a and 7a) and
web applications (Figs. 6b and 8a) is remarkable, and most
CPU time slots of Domain0 are used to wait for I/O
operations (Figs. 6d, 7b, and 8b), which means that I/O is
the bottleneck resource of the VoD and web applications.
After comparing Figs. 6d, 7b, and 8b, we find that the
concurrency of VoD and web applications results in
5.3 times and 1.4 times more CPU slots used to wait I/O
in Domain0. Thus, frequent competitions for I/O lead to
huge negative effect between the VoD and web applications
in Rainbow-NDA.

Fig. 5c illustrates the comparison of the average response
time of opening office applications in the same cases as
above. Rainbow-NDA increases less than 1 second in the
average response time resulting from the competitions for
CPU resource. Such delayed response can be ignored by
the clients. Fig. 6¢c shows that the office application is low on
I/0 intensity, which results in no significant performance
effect caused by the VoD and web applications.

Analysis and conclusion. The applications in Compar-
ison-I are with different resource intensities, their resource
bottlenecks are various. Distributing copies of the same
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application onto multiple servers reduces the demands on
its bottleneck resource on each server. On the other hand,
each server hosts concurrently multiple applications with
different resource intensities, which avoids frequent com-
petitions for the same resource. Thus, Rainbow-NDA
provides huge improvements when the hosted applications
are with different resource intensities. The two I/O-
intensive applications in Comparison-II frequently compete
for the I/O resource when they share a server. Frequent
competitions for I/O resource and Xen’s I/O overhead lead
to huge negative effects between these applications in
Rainbow-NDA.

6.2.2 Rainbow-DA versus Rainbow-NDA

We evaluate our resource allocation algorithms including
ResourceFlow-L and ResourceFlow-G via the comparison
between Rainbow-DA and Rainbow-NDA.

Rainbow with ResourceFlow-L versus Rainbow-NDA.
We compare Rainbow-NDA with Rainbow with Resource-
Flow-L in the same experimental scenario as comparison-I of
Section 6.2.1. On each physical server, we create three VMs.
We initially allocate different resources to VMs (illustrated in
Table 1, where “BN : A” denotes that resource A is the
bottleneck resource when applications reach their peaks of
workloads) to provide different test conditions.

ResourceFlow-L optimizes the resource allocation to VMs
within a server. In order to compare the system performance
without manual control, the baseline system Rainbow-NDA
provides static resource allocation to each VM. CpuFlow-L
refers to Rainbow adopting the local on-demand CPU

TABLE 1

Initial Resource Allocation to VMs on Various Conditions
conditions CPU memory
BN:CPU 1 vCPU (vCPUs of VMs running | 1G

on the same server are pinned to

the same core)
BN:mem 1 vCPU (may map to any core) 600M
BN:CPU & mem | 1 vCPU (the same as that in | 600M

BN:CPU)
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TABLE 2
Local Resource Allocation Algorithms versus Rainbow-NDA
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TABLE 3
The Results of Two-Tiered On-Demand Resource
Allocation Mechanism Compared with Rainbow-NDA

allocation algorithm. MemFlow-L adopts the local on-
demand memory allocation algorithm in Rainbow. Resour-
ceFlow-L denotes adding CpuFlow-L and MemFlow-L in
Rainbow. According to characteristics of the applications,
we initialize SP,f7:SPyey:SPipe to be 4:3:1 (suffixes off, web,
and HPC denote office, web, and HPC applications,
respectively). Under the similar time-varying workloads
we execute the comparisons illustrated in Table 2. We collect
the CPU utilization and idle memory of VMs as the feedback
every 1 second and 5 seconds, respectively. The response
time of the CPU and memory allocation is within 1 and
5 seconds.

Table 2 illustrates the comparison results between various
resource allocation algorithms and Rainbow-NDA on var-
ious conditions. The results show that ResouceFlow-L
provides up to 25 to 42 percent improvements in the
performance of the office application and up to 2 percent
improvements in the performance of the web application,
while introducing up to 7 percent impairments in the
performance of the HPC application. This is the result that
ResourceFlow-L preferentially ensures the performance of
the office application by degrading the performance of the
web and HPC applications to some extent, and it gives
preference to the web application when the web application
competes for resources with the HPC application. Table 2
also shows that ResourceFlow-L causes 2 to 8 percent
improvements in the average resource utilization. These
results imply that ResourceFlow-L in Rainbow can utilize the
hardware rationally based on the application differentiation.

Rainbow with ResourceFlow-G versus Rainbow-NDA.
We compare Rainbow with ResourceFlow-G (adding Resour-
ceFlow-G in Rainbow with ResourceFlow-L) with Rainbow-
NDA adopting three typical enterprise applications,
namely, the web, database, and office applications. On each
physical server, we create three VMs. We initially allocate
700 M memory and one vCPU to each VM. To ensure that
the CPU is the bottleneck resource when the applications
reach their peaks of workloads, we pin all the vCPU of the
three VMs running on one server to the same physical core.
Domain 0 of Xen uses the other one core, while the rest
cores are idle.

According to the characteristics of these applications,
SPpp:SP,ice:SPyey is initialized to be 4:2:1 (suffixes DB,
office, and web refer to, respectively, DB, office, and web
applications). The global scheduler is invoked every 30 sec-
onds. “ResourceFlow-G” denotes adding ResourceFlow-G in
Rainbow with ResourceFlow-L.

Table 3 gives the performance comparisons of adding
different resource allocation algorithms in Rainbow against
Rainbow-NDA. This table illustrates that ResourceFlow-L
provides up to 6 and 16 percent improvements in the

condition | comparison | office | web | hpc | resource uti-
lization Cases DB office] web | CPU uti- | Mem uti-

BN:CPU | CpuFlow-L 25% 1% -7% | CPU:2% lization lization
BN:mem | MemFlow-L | 37% 1% 0% mem:8% Resource | 6% 16% | -1% | 0.3% 1%
BN:CPU | ResourceFlowt 42% 2% 0% | CPU:2%; Flow-L
& mem L mem:6% Resource | 9%(75% of | 10% | 2% | 1% 5%

Flow-G the max im-

provement)

performance of the DB and office applications, while
introducing 1 percent degradation in the performance of
the web application compared with Rainbow-NDA. Com-
pared with ResourceFlow-L, ResourceFlow-G further
achieves 3 percent improvement, namely achieves 9 percent
improvement compared with Rainbow-NDA, in the perfor-
mance of DB application by slightly reducing the rate of the
performance improvement for the office application
(10 percent improvement) as well as degrading the perfor-
mance of the web application by up to 2 percent. Compared
with Rainbow-NDA, the maximum improvement space for
DB application is 12 percent in the case that all resources
shared by all applications are exclusively allocated to this
application. Thus, compared with Rainbow-NDA, the
performance improvement for the DB application intro-
duced by ResourceFlow-G is up to 75 percent of the
maximum performance improvement. In Comparison-I of
Section 6.2.1, ResourceFlow-L provides 42 percent improve-
ment in the performance of the most critical application,
while introducing up to 7 percent degradation to the
performance of other applications. Thus, the hosted applica-
tions and their workloads affect the improvement provided
by the on-demand resource allocation algorithms. Table 3
also shows that Rainbow-DA causes up to 5 percent
improvements in the average resource utilization. These
results imply that Rainbow-DA utilizes the hardware more
rationally based on the application differentiation.

We analyze the reason why Rainbow-DA outperforms
Rainbow-NDA in qualities of applications and resource
utilization by collecting of the allocated and used resources
in each VM in the cases of Rainbow-DA and Rainbow-NDA.
When the resource demands of some application increase,
Rainbow-DA increase the resource allocated to VMs hosting
the application in the case that no resource competition
arises. On the other hand, when the resource competition
arises, Rainbow-DA controls much resource allocating to the
VM with higher priority, which results in more resources
allocated to the VM with higher priority than other VMs. In
Rainbow-DA, ResourceFlow-G dynamically adjusts activity
of each application in each ResourceFlow-L to optimize the
resource allocation among applications. In the above
experiment, compared with ResourceFlow-L, Resource-
Flow-G further achieves improvement in the performance
of DB application by increasing the activity of DB applica-
tion during the test.

6.2.3 Rainbow-DA versus Reference [30]

We compare Padala’s work [30] with our Rainbow-DA in
Table 4. Both works focus on the resource allocation taking
quality of the hosted applications into account based on the
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TABLE 4
Comparison between Rainbow-DA and [30]
resources working impro- | degra-
interval
vement | dation
Ref. [30] CPU T0s 28% 1%
Rainbow-DA | CPU&mem | 1s(CPU), | 20% 5%
5s(mem)

application differentiation. We compute the average im-
provement and degradation introduced by Padala et al.’s
work [30] according to its figures of the response time with
and without their controller [30, Figs. 14 and 15]. Their work
[30] provides about 28 percent improvement in the
performance of the critical application while introducing
about 41 percent performance degradation to another one.
Although the total improvement provided by their work
(28 percent) is slightly larger than that provided by
Rainbow-DA (20 percent), the total degradation introduced
by their work (41 percent) is much larger than that
introduced by Rainbow-DA (5 percent). We cannot evaluate
such algorithms of application differentiation only using
the performance improvements of some applications. The
performance degradation of other applications should be
considered. Thus, in order to fairly compare Padala’s work
and Rainbow-DA in terms of guaranteeing quality of the
concurrent applications, we take both the total performance
improvement and the total performance degradation
provided by these algorithms into account. The comparison
of the performance improvement and degradation illu-
strated in Table 4 implies that Rainbow-DA, greatly
improving the performance of critical applications at the
cost of slightly degrading the performance of others, is
better than Padala et al.’s work, which greatly improves the
performance of critical applications at the cost of even more
hugely degrading the performance of others, in the aspect
of assuring quality of applications.

Let’s analyze the reason. Padala et al.’s work [30] only
focuses on the CPU allocation among VMs within a server
and uses the fixed allocation threshold according to the
experience. On the other hand, Rainbow-DA focuses on
both CPU and memory dynamic allocation not only among
VMs within a server but also among applications in the
entire platform. Rainbow-DA automatically adjusts the
allocation threshold (activity) according to the time varying
workloads of hosted applications. The working intervals of
Rainbow-DA are 1 second for CPU and 5 seconds for
memory, which are much smaller than that of Padala’s work
(10 seconds). This implies that Rainbow-DA has quicker
response to the change of the resource requirements by
applications. As we all know, the Internet-based applica-
tions are interactive with burst workloads. As to such
applications, quicker response leads to better quality.

The interval of the resource reallocation depends on
workload distributions of the concurrent applications. In
our experiments, it ranges from 1 to 1,118 seconds for CPU,
and ranges from 5 to 2,555 seconds for memory. Our
method leads to the overhead of learning from the feedback
and controlling resource reallocation. Learning from the
feedback leads to 0.2 percent (0.2% * 4 G = 8 M) memory

and 0 percent CPU overhead. Controlling resource realloca-
tion leads to 0 to 0.3 percent CPU and 0 percent memory
overhead per resource reallocation. We can ignore such
overhead because it is inappreciable to the system.

7 DISCUSSIONS

In order to ensure Rainbow works smoothly in the case that
workloads are beyond the limits of the available system
resources, we may add an admission controller in the
application level to drop some new incoming requests.
Thus, we propose a global admission control algorithm
(AdmisCon-G) in combination with our on-demand re-
source allocation algorithms. The admission control algo-
rithm drops some new incoming requests for the
applications with lower priority to guarantee quality of
the accepted requests in our Rainbow, when the total arrival
requests surpass the total acceptable requests.

The main idea of AdmisCon-G is as follows: According
to the quantity of the resources allocated to each applica-
tion, AdmisCon-G computes the number of acceptable
requests for such application and drops extra requests
based on the functions of Qi = fi(Ry,D;) gained in
Section 5 of our previous work [36].

We evaluate the global admission algorithm using the
same experimental scenario as Section 6.2.3. After adding
AdmisCon-G in Rainbow-DA, dropping some requests of
the web application degrades its performance by up to
3 percent, while the DB and office applications gain
improvements in performance by 1 percent in return. It
reflects the objective of admission control, that is, dropping
some noncritical requests to ensure the quality of the
accepted requests when resource requirement by workloads
surpasses the resource provided by the platform. In our
experiment, the percentage of dropping requests is roughly
1 percent. These experimental results show that the global
admission algorithm can be a complement to the on-
demand resource allocation algorithms, helping to guaran-
tee the platform work smoothly.

8 CONCLUSIONS

This paper proposes a novel two-tiered on-demand resource
allocation mechanism with feedback for VM-based data
centers. We model the on-demand resource allocation via the
K-VM-1-PM problem and the K-VM-N-PM problem. Based
on the K-VM-1-PM model, we design a set of algorithms to
control the dynamic resource allocation among VMs
according to the time-varying resource demands and quality
goals of the hosted applications. We evaluate the VM-based
shared platform as well as the on-demand resource alloca-
tion algorithms using a Xen-based prototype, Rainbow. The
experimental results indicate that Rainbow-NDA improves
26 to 324 percent in the application performance as well as
26 percent in the CPU utilization over TSF in the typical
enterprise IT environment, while introducing degradation in
the case of hosting multiple I/O-intensive applications with
high workloads. Such degradation results from their
competition for I/O and Xen’s I/O overhead. Compared
with Rainbow-NDA, the two-tiered on-demand resource
allocation in Rainbow further improves in the performance
of the critical applications by up to 9 to 16 percent, which is
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up to 75 percent of the maximum performance improve-
ment, while introducing at most 5 percent degradations in
the performance of others, with up to 5 percent improve-
ments in the resource utilization. These results confirm that
the two-tiered on-demand resource allocation gains its goal
of improving the resource utilization as well as ensuring
quality of the hosted applications.

We only focus on the two-tiered on-demand resource
allocation in this paper. However, the application work-
loads scheduling is also important, in which we simply
apply round robin policy to dispatch requests to VMs
hosting the application. Our local and global resource
schedulers reallocate resources by evaluating the arriving
workloads but unaware of the request dispatch of each
application, which may result in the mismatch between the
on-demand resource allocation and the workloads dispatch.
For example, just after some resources of a VM allocating to
other VMs, workloads of applications hosted by this VM
may arrive continuously and hugely, and vice versa. It
cannot achieve the load balance if the workload switch is
unaware of the on-demand resources allocation, and this
may result in an inefficient usage of the resources and may
degrade the quality of applications. Thus, the workload
switch and the on-demand resource allocation should
cooperate together to manage the workloads and resources
in the virtualized computing environment, which is our
future work.

In the future, we will propose and evaluate distributed
resource allocation algorithms to control on-demand
resource allocation among VMs each of which may use
resources in different servers concurrently based on the
K-VM-N-PM model and our on-going DVMM project.
Analyzing the potential of each tier in the resource
allocation mechanism is also our future work.
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